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INTRODUCCION

Juan David Gutiérrez y Rubén Manrique

STE LIBRO REUNE ESFUERZOSY DOMINIOS TEMATICOS DE
investigadores y profesores de la Universidad de los Andes que trabajan
en el estudio y desarrollo de la inteligencia artificial (1a). De esta manera,
busca aportar desde tres frentes: el avance y la critica de la teoria sobre
la 1; la creacién y el andlisis de herramientas y aplicaciones basadas en 14, y la
reflexion sobre las implicaciones actuales y potenciales de estas tecnologias.

Esta obra colectiva estd dividida en tres secciones y comprende diez capi-
tulos, los cuales abordan el estudio de la 1a a partir de disciplinas y dreas tan
diversas como la ingenieria, la historia, la ciencia de datos, la filosofia, la arqui-
tectura, el disefo, el desarrollo y gestion ambiental, la psicologia, la adminis-
tracion, la politica y la salud publicas.

La realizacion de este libro es una iniciativa de la Escuela de Gobierno Alberto
Lleras Camargo, que financid su publicacién y apoyd su gestion editorial, y de
Ediciones Uniandes, que propuso la realizacion del libro y gestiono su edicion.
El proyecto apunta a fomentar la mision de la Escuela de Gobierno de articu-
lar esfuerzos de investigacion interdisciplinarios para que la Universidad de los
Andes contribuya al aprovechamiento de oportunidades colectivas y a la solu-
cion de problemas complejos de Colombia.

Para presentar este volumen comenzamos por exponer brevemente el ob-
jeto de estudio, la 1a; luego, explicamos el papel de la Universidad de los Andes
en los procesos de transformacion digital del pais, con énfasis en sus aportes a
la teoria y la practica de la 1a; para terminar, en la tltima seccién presentamos
cada uno de los diez capitulos que componen este libro.
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Qué es la inteligencia artificial

En 1950, el escritor Isaac Asimov publicé un libro de ciencia ficcion que describia
el desarrollo de “mdquinas pensantes” por parte de una empresa denominada
U. S. Robots & Mechanical Men Inc. Su obra, Yo, robot, es conocida por el plan-
teamiento de las tres leyes de la robética y por anticipar algunos retos técnicos,
sociales, politicos y econdmicos asociados a la creacion y adopcion de lo que
hoy conocemos como sistemas de 1A.

Ese mismo afo, Alan M. Turing publicé el ensayo titulado “Maquinaria
computacional e inteligencia’, en el cual propuso reemplazar el abordaje de la
pregunta “;pueden pensar las maquinas?” con un experimento mental que de-
nomino juego de la imitacién (luego conocido como test de Turing). En sintesis,
el juego plantea una situacion en la que un interrogador humano tiene la tarea
de interactuar con dos interrogados, un humano y una maquina, y debe dis-
tinguir cual es cual —exclusivamente a partir de las respuestas de los interro-
gados (Turing, 1950)—.

De esta forma, Turing reemplazé la pregunta sobre si las maquinas pue-
den pensar por otro interrogante: “;hay computadores digitales imaginables que
tendrian un buen desempefio en el juego de la imitacion?”. Al final del ensayo,
Turing reflexiona sobre cémo podria lograrse que una maquina imitara la men-
te de un humano: su respuesta inicial es partir por la simulaciéon de procesos
educativos, es decir, indagd sobre como desarrollar procesos de aprendizaje de
maquinas, lo cual, como veremos mas adelante, es una de las técnicas contem-
poraneas mas exitosas en el desarrollo de la 1a.

El término inteligencia artificial fue acuiiado en 1955 por John McCarthy y
Marvin L. Minsky, quienes plantearon que “el problema de la inteligencia artifi-
cial consiste en hacer que una maquina se comporte de un modo que se consi-
deraria inteligente si lo hiciera un ser humano”; su propuesta de investigacion
partia de la conjetura de que “cada aspecto del aprendizaje o cualquier otra ca-
racteristica de la inteligencia puede, en principio, describirse con tanta precision
que se puede hacer que una maquina lo simule” (McCarthy et al., 1955, p. 2).

Siete décadas después de que la 1a fuera fundada como disciplina de inves-
tigacion, no hay consenso acerca de la definicién de su objeto de estudio. Sin
embargo, para efectos de este texto introductorio, podemos entender las herra-
mientas de 1A como sistemas computacionales que operan a partir de datos y
que, con diferentes grados de autonomia, pueden resolver problemas o alcanzar
objetivos establecidos por seres humanos (Gutiérrez, 2024).

Los sistemas de 1A se construyen a partir de diferentes técnicas y métodos,
como la 1A simbdlica, el aprendizaje automatico (p. ej., supervisado, no super-
visado, por refuerzo, profundo), el procesamiento de lenguaje natural, entre
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otros. Estas metodologias varian en sus principios y enfoques, pero persiguen
un objetivo comun: emular capacidades cognitivas humanas para resolver pro-
blemas complejos y realizar tareas de manera auténoma.

En los primeros dias de la informatica, los programadores creaban algorit-
mos para resolver problemas especificos, que luego codificaban en programas
ejecutados por computadoras. Estos programas, aunque no poseian inteligencia
propia (eran un reflejo de la inteligencia del programador), permitian resolver
tareas de manera eficiente. A pesar de afnos de investigacion entre las décadas
de los sesenta y los noventa, los algoritmos desarrollados no fueron lo suficien-
temente buenos para muchas aplicaciones, como el entendimiento del mundo
visual o del lenguaje humano.

La solucion de los desarrolladores fue recopilar datos para estas tareas y
emplear programas de aprendizaje automatico —el area mas importante de la 1a
en la actualidad— para crear algoritmos estocasticos a partir de estos. En un pro-
grama que “aprende’, se especifica como utilizar los datos para actualizar los
parametros de un modelo matematico y mejorar su rendimiento en una labor
particular (Alpaydin, 2020). El aumento en la disponibilidad de datos de alta
calidad, junto con el rapido crecimiento del poder computacional, ha permitido
en la actualidad desarrollar modelos capaces de manejar diversas tareas com-
plejas, logrando un desempeno que con frecuencia supera al del ser humano.

Gracias a la 1a, potenciada en las ultimas dos décadas por el aprendizaje
automatico, se pueden construir soluciones a problemas tan variados como iden-
tificar y categorizar datos (p. ej., reconocimiento facial); detectar patrones, ano-
malias, valores atipicos (p. ¢j., deteccion de riesgo de fraude financiero); predecir
futuros comportamientos a partir de hechos pasados y presentes (p. ¢j., prediccion
de la conducta de la poblacion en medios de transporte masivos); desarrollar un
perfil de un individuo y adaptarse a través del tiempo (p.ej., recomendacion
asistida en motores de busqueda de internet); generar contenido a partir de in-
teraccion con seres humanos (p. ej., chatbots); encontrar soluciones 6ptimas a
un problema (p. ¢j., optimizacion de operaciones logisticas); e inferir resultados
a partir de modelamiento y simulacion (p. ej. reclutamiento de talento humano)
(Organizacién para la Cooperacién y el Desarrollo Econdmico [0ECD], 2022).

En este contexto, también se destaca la emergente y disruptiva area de la 1a
generativa. Se trata de sistemas capaces de crear contenido original a partir de
datos existentes. Estos sistemas no solo identifican patrones en grandes volu-
menes de informacidn, sino que utilizan estos patrones para generar nuevos
datos que imitan y combinan los existentes, innovando de forma constante so-
bre los datos originales.
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Un ejemplo emblematico de la 1 generativa son los modelos de lenguaje
de gran tamano (LLM, por sus siglas en inglés) que pueden generar ensayos, pro-
gramar o mantener conversaciones con un humano. Esta capacidad de producir
contenido sintético util abre nuevas posibilidades en campos como el entrete-
nimiento, la educacion, el disefio, entre otros, llevandonos un paso mas alla en
el desarrollo del potencial de la 1A en nuestra vida cotidiana.

En la altima década y a nivel global, ha aumentado el porcentaje de orga-
nizaciones privadas y publicas que han adoptado diferentes sistemas de 1A para
apoyar o realizar sus procesos productivos o sus flujos de trabajo. De manera si-
milar, cada vez mds individuos utilizan tecnologias basadas en 14 en su dia a dia
con fines laborales y personales. Estas tendencias se han acentuado desde fina-
les del 2022, debido al crecimiento de la oferta de herramientas de 1A generativa
como ChatGPT, Copilot, Gemini, Claude, Meta a1, Grok, DeepSeek, entre otros,
que tienen acceso a través de aplicaciones mdviles o plataformas web sin que
medie contraprestacion monetaria.

Recientemente, ha cobrado relevancia el concepto de inteligencia artificial
agente (agentic AI), que hace referencia a sistemas capaces no solo de generar
contenido o responder instrucciones, sino también de planear, razonar, tomar
decisiones y ejecutar acciones de manera autonoma, para alcanzar objetivos de-
finidos. Estos agentes inteligentes pueden descomponer una tarea compleja en
subtareas, buscar informacion relevante, adaptar sus estrategias en tiempo real
y coordinarse con otros agentes o usuarios. Su funcionamiento se apoya en LLM,
que proporcionan las capacidades cognitivas necesarias para el procesamien-
to del lenguaje natural, el razonamiento contextual y la toma de decisiones en
entornos dinamicos. Esta evolucion expande las fronteras de la 1A, més alld de
la generacidn pasiva de contenidos, hacia sistemas proactivos que interactuan
con el entorno de forma auténoma y efectiva.

En paralelo, la 1A continda expandiéndose hacia el mundo fisico, lo que
dio origen a lo que en la actualidad se conoce como physical 1. Esta area in-
tegra modelos inteligentes con sensores, actuadores y plataformas fisicas, per-
mitiendo que los sistemas operen directamente en entornos reales. La 14 fisica
habilita a sistemas auténomos —como robots humanoides, vehiculos sin con-
ductor, drones o espacios inteligentes—, para percibir su entorno, interpretar
situaciones complejas y ejecutar acciones fisicas con un alto grado de precision
y adaptabilidad. A diferencia de los modelos digitales que operan de forma ex-
clusiva en entornos virtuales, esta vertiente exige una integracion coordina-
da entre percepcion sensorial, razonamiento computacional y control motor.
Aunque plantea retos técnicos considerables, como la sincronizacion en tiem-
po real o la robustez frente a entornos cambiantes, también abre un campo de
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aplicaciones transformadoras en sectores como la robética de servicio, la auto-
matizacion industrial y la movilidad inteligente.

El auge de la 1a supone nuevas oportunidades y retos. Oportunidades para
impulsar el desarrollo humano y retos asociados a usos que exacerban proble-
mas publicos, o que producen nuevos problemas. Como ocurre con toda tec-
nologia, las aplicaciones de diversas herramientas basadas en 1a generan tanto
efectos negativos como positivos, y dichos impactos tienden a estar heterogé-
neamente distribuidos en la sociedad (Postman, 2011)".

La maximizacion de los beneficios, la prevencion de vulneracion a los dere-
chos fundamentales y la debida gestion de los riesgos vinculados con los usos de
los sistemas de 14 es el resultado de las decisiones que toman multiples actores a
largo del ciclo de vida de estas tecnologias: desarrolladores, comercializadores,
responsables del despliegue, usuarios y quienes participan en la gobernanza de
las herramientas basadas en 14, entre otros (Organizacion de las Naciones Uni-
das para la Educacion, la Ciencia y la Cultura [Unesco], 2024).

Por ultimo, vale la pena resaltar que el campo de estudio de estas tecnolo-
gias es muy dinamico, no solo por los constantes avances técnicos y las nuevas
aplicaciones de los sistemas de 14, sino también por las variadas implicaciones
sociales y las consecuencias politicas y econémicas asociadas a su implementa-
cion en los sectores publicos y privados. En el futuro cercano, lo que entende-
mos por 1A evolucionara a medida que estos sistemas ejecuten nuevas funciones
con un mayor grado de autonomia y que estos cambios tecnoldgicos generen
nuevos retos publicos.

Contribuciones de la Universidad de los Andes

a la teoria y practica de la inteligencia artificial

Los aportes de la Universidad de los Andes a la transformacion digital en Co-
lombia datan de comienzos de la década de los sesenta. En 1963, la Facultad
de Ingenieria instal6 el primer computador en una universidad colombiana, el
IBM 650, y lo inaugurd con un curso sobre “aplicacion de computadores al di-
seno de carreteras” (Aristizabal, 2004, p. 105).

1 Esta idea la expres¢ el filésofo Neil Postman en la introduccién de Technopoly (2011), a
proposito de su reflexion sobre el intercambio descrito en los Didlogos de Platon entre el
rey Thamus y el dios Theuth, en los siguientes términos: “Es un error suponer que toda in-
novacion tecnolégica tiene un efecto unidireccional. Toda tecnologia es a la vez una carga
y una bendicién; no es una cosa o la otra, sino ambas a la vez” [“it is a mistake to suppose
that any technological innovation has one-sided effect. Every technology is both a burden
and a blessing; not either-or, but this-and-that”] (pp. 11-12).
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Posteriormente, en 1980, Manuel Davila, un ingeniero de sistemas de la
Universidad de los Andes, cofund¢ la primera empresa de importacion de mi-
crocomputadores del pais y fue pionero en el desarrollo de software para em-
presas (Montes, 2004).

En la segunda mitad de los afios ochenta la Universidad realizo los pri-
meros proyectos para conectarse a redes internacionales de computadores, las
precursoras de lo que hoy conocemos como la World Wide Web. Luego, en la
década de los noventa, la Universidad contribuyé a la difusion del acceso a in-
ternet en Colombia (Borja Gémez, 2022).

La Universidad de los Andes también ha sido precursora en el campo de
la 1a. En noviembre del 2020 fue inaugurado el Centro de Investigacion y For-
macion en Inteligencia Artificial (CinfonIA), el primer centro de investigacion
académico en esta materia fundado en América Latina. Dentro de los muchos
proyectos liderados por CinfonIA se destaca Guacamaya, una colaboracioén in-
ternacional con Microsoft, el Instituto Alexander von Humboldt y el Instituto
Amazoénico de Investigaciones Cientificas SINCHI, que aplica 1A para el moni-
toreo y la conservacion de la Amazonia. En este proyecto se han desarrollado
algoritmos avanzados capaces de procesar grandes volumenes de datos bioa-
custicos, imagenes de camaras trampa y fotografias satelitales, facilitando un
analisis acelerado y preciso de la biodiversidad y la deforestacion en la region
amazonica (Universidad de los Andes, 2023).

Ademas, CinfonIA ha establecido una alianza significativa con Google
DeepMind, una de las empresas lideres en 14, para fortalecer y diversificar la
comunidad que esta alrededor de estas investigaciones. A través del progra-
ma de becas de Google DeepMind, se han financiado estudios de maestria de
estudiantes en la Universidad. Esta iniciativa no solo promueve la excelencia
académica, sino que también proporciona recursos y mentoria especializada,
apoyando a los becarios en su desarrollo personal y profesional en este campo.

Desde CinfonlIA y otras iniciativas lideradas por profesores e investigadores
de diferentes facultades, la Universidad de los Andes ha contribuido al estudio
y desarrollo de la 1a a través de procesos de investigacién e innovacion, ense-
fanza, desarrollo institucional y contribucién a la agenda publica.

En el 2023, la Universidad obtuvo el registro calificado para la Maestria en
Inteligencia Artificial, actualmente ofrecida en modalidad virtual en alianza con
Coursera. Esta maestria, la primera en espafiol impartida de forma virtual en la
plataforma, ha sido un éxito desde su lanzamiento. Para el primer semestre del
2025, cuenta con cerca de 340 estudiantes inscritos, consolidindose como uno
de los programas de posgrado mas exitosos de la Universidad.
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Ademas, en el primer semestre del 2024, la Escuela de Gobierno de la Uni-
versidad de los Andes entrend a través de un curso en linea de Educacién Con-
tinua a 1400 magistrados, jueces y servidores judiciales en fundamentos de 1a
para la administracion de justicia. Este curso en linea de 50 horas (35 sincrénicas,
15 asincroénicas) fue pionero a nivel global tanto por las tematicas desarrolladas
como por el nimero de estudiantes que lo tomaron.

En relacion con los aportes de la Universidad a la agenda publica, por ejem-
plo, desde finales del 2023 la Escuela de Gobierno ha organizado junto con la
Universidad Externado de Colombia ocho sesiones de la mesa de trabajo mul-
tiactor sobre regulacion de 1a en Colombia. En dichas sesiones se han abor-
dado tematicas variadas como las implicaciones de la 1a para los derechos de
propiedad intelectual, la administracion de justicia, la proteccion de los datos
personales, la democracia y los derechos humanos.

Ademas, las investigaciones y aportes de los profesores de la Escuela de
Gobierno han sido citados en documentos Conpes de politica publica sobre
1A, hojas de ruta para el desarrollo y la aplicacion de la 1a publicadas por mi-
nisterios, y sentencias de la Corte Constitucional, como la T-323 del 2024, que
resolvio sobre el uso de 14 en la administracion de justicia, y la T-067 del 2025,
sobre transparencia algoritmica en el sector publico.

Mas recientemente, en marzo del 2025, la Escuela de Gobierno lanzé el
proyecto Sistemas de Algoritmos Publicos, que busca contribuir al conocimien-
to sobre los sistemas algoritmicos utilizados en el sector publico, asi como a la
gobernanza de estas herramientas. En la plataforma en linea del proyecto estan
disponibles repositorios que documentan casi ochocientas herramientas de 1A
piloteadas o adoptadas por entidades publicas de América Latina y el Caribe, y
casi seiscientos regulaciones y proyectos de regulacion relacionados con estas
tecnologias en la region (Sistemas de Algoritmos Publicos, 2025).

Por otra parte, en octubre del 2024, la Universidad publicé los Lineamien-
tos para el uso de inteligencia artificial generativa (1aG) en la Universidad de los
Andes, un documento pionero en América Latina que orienta a estudiantes,
profesores, investigadores y empleados administrativos sobre el uso respon-
sable de este tipo de herramientas en actividades pedagdgicas, investigativas y
administrativas (Universidad de los Andes, 2024).

Por dltimo, en noviembre del 2024, la Universidad importé el primer
computador cuantico a Colombia, con la finalidad de que sus estudiantes ten-
gan la oportunidad de profundizar en el aprendizaje e investigacion sobre fisica
y computacion cuantica (Laguna Cardozo, 2024).

2 Losrepositorios pueden consultarse en la plataforma: https://algoritmos.uniandes.edu.co/


https://algoritmos.uniandes.edu.co/
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Contribuciones a las conversaciones globales

sobre la inteligencia artificial

Las contribuciones que componen este libro buscan responder preguntas te6-
ricas y practicas sobre el conjunto de tecnologias que denominamos 1A y sus
implicaciones sobre las personas, organizaciones y sociedades. El contenido
de este volumen participa en conversaciones globales sobre el desarrollo y las
aplicaciones de estas tecnologias, las interacciones entre tecnologia y humani-
dad, y la gobernanza de la 1a.

Este libro es ttil e interesante para multiples audiencias. Se estructura en
tres secciones. La primera, “Teoria y métodos avanzados de la inteligencia ar-
tificial’, esta dividida en cuatro capitulos. En el primero, Giraldo, Quijano y
Manrique investigan la 1A distribuida (DAI) y sus aplicaciones para resolver
problemas complejos, mediante la interaccién de multiples agentes en entor-
nos compartidos. Asi, ofrecen un panorama general de la evolucién de la pa1y
destacan cémo ha integrado conceptos de diversas disciplinas para abordar la
cooperacion y la toma de decisiones en sistemas multiagente. Luego, se enfocan
en mejorar la resiliencia de comunidades vulnerables a través de estrategias de
cooperacion financiera, por medio de simulaciones y modelos dinamicos. Final-
mente, exponen el uso de modelos de lenguaje de gran tamano (large language
model, LLM) y agentes autonomos en la gestion de dilemas sociales, sugiriendo
oportunidades para futuras investigaciones.

En el segundo capitulo, Cardozo y Dusparic abordan el desarrollo de siste-
mas de adaptacion dindamica (sAs) y como estos pueden ajustarse proactivamente
a entornos cambiantes. Analizan la estructura fundamental para construir sas,
que incluye la definicién del comportamiento base, la identificacion de condi-
ciones para la adaptacion y la especificacion del comportamiento especializado.
Sin embargo, reconocen que los sas tradicionales tienen una capacidad limitada
para adaptarse a situaciones no previstas durante el disefio. Para superar estas
limitaciones, los autores proponen mecanismos de aprendizaje dinamico, como
Auto-copr y ComlInA, que permiten que los sAs generen y compongan adapta-
ciones en respuesta a situaciones completamente desconocidas, aumentando
de manera significativa su flexibilidad y capacidad de respuesta.

Por su parte, en el tercer capitulo, Manrique Gémez y Borja Gémez explo-
ran nuevas formas de hacer investigacion historica a partir de la integracion de
herramientas de aprendizaje automatico. Con ese fin, presentan el estado del
arte del procesamiento de archivos multimodales (textos, manuscritos, image-
nes y otros), analizan la contribucién del proyecto Arte Colonial Americano
(arca) dela Universidad de los Andes y discuten las implicaciones futuras de la
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multidimensionalidad de las fuentes histéricas en relacion con el quehacer de los
historiadores (por ejemplo, nuevas preguntas de investigacion y desafios éticos).

En el ultimo capitulo de la primera seccion, Pdez examina qué significa
que un algoritmo sea transparente y por qué la opacidad (juridica y epistémica)
de los algoritmos puede implicar retos éticos para el desarrollo y uso ético de
sistemas de 1a. El texto reflexiona sobre los diferentes tipos de opacidad algo-
ritmica, los retos de los métodos de explicabilidad para proveer un mayor gra-
do de comprension sobre el funcionamiento de algoritmos y sobre la relacién
entre transparencia y confianza en el contexto de las decisiones automatizadas
basadas en sistemas de 1a.

La segunda seccion del libro, “Aplicaciones y efectos de la inteligencia ar-
tificial’, estd compuesta por cuatro capitulos. Esta inicia en el capitulo cinco, en
el cual Nunez Castro, Calderén Romero, Diaz Meza, Sierra Ramirez y Vasquez
Pachon investigan el uso de técnicas de 1a para el andlisis de imdgenes satelitales,
con el objetivo de mejorar la comprension de los cambios ambientales y apoyar
el desarrollo sostenible y la gestion de recursos naturales. Utilizando imégenes
satelitales y técnicas avanzadas de aprendizaje automatico, presentan dos apli-
caciones de software disefiadas para apoyar la toma de decisiones en politicas
medioambientales. La primera aplicacion es un atlas interactivo para estimar
el potencial energético de la biomasa residual poscosecha, mientras que la se-
gunda se centra en la monitorizacién del crecimiento periférico de ciudades
para promover un desarrollo urbano sostenible y planificado.

En el sexto capitulo, Marifio Drews, Paquette y Manrique Piramanrique
investigan los beneficios de la web semantica en la educacion superior. Discuten
las principales ventajas de esta tecnologia de 1a simbolica en actividades educa-
tivas, como el disefio de cursos, la personalizacion del aprendizaje y el apoyo en
la busqueda de recursos. Ademas, presentan resultados de mas de una década
de investigacion y desarrollo en este ambito en la Télé-Université de Quebec y
la Universidad de los Andes.

En el séptimo capitulo, Bustamante Duarte, Pajarito Grajales, Portela y Parra
Agudelo reflexionan de manera critica sobre los recientes desarrollos en 14 en-
focada en aspectos geoespaciales (GeoAl) aplicada al entendimiento de los te-
rritorios y comunidades urbanas y rurales del sur global. El capitulo plantea
que estas sociotecnologias, pese a diversas ventajas en nuestros contextos de
eficiencia y recursos, necesitan ser analizadas cuidadosamente, entendiendo
que no siempre reflejan la realidad y necesidades a nivel socioespacial de ciertas
comunidades, debido a temas de sus sistemas de clasificacion y categorias. De
esta manera, la discusion se centra en casos de GeoAl en los que el uso de datos
geoespaciales implicitos y participativos ha permitido responder a dichos retos.
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En el altimo capitulo de la segunda seccion, Arbeldez, Saldarriaga, Quin-
tero, Castillo, Puentes, Calderén, Osejo, Castafieda, Paz, Hernandez y Agude-
lo investigan cdmo la 1A puede contribuir a combatir la explotacion sexual de
nifias, niflos y adolescentes en linea (0cseA). Para ello, desarrollaron dos mo-
delos de 1a. El primero se centré en optimizar el analisis de los reportes sobre
sextorsion, sexting, groomingy ciberacoso sexual recibidos por la linea de re-
porte Te Protejo en Colombia, lo que contribuye a los analistas a clasificar los
casos segun su gravedad y tipo de dafio y reduce el riesgo de exposicion a ma-
terial perjudicial. El segundo modelo se diseié6 como un prototipo de sistema
de alerta que analiza informacién en foros de la web profunda, identificando
patrones de conversaciéon que podrian indicar actividades de ocsea y sus po-
sibles efectos en las victimas.

La tercera seccidn cierra el libro con dos capitulos sobre “La inteligencia
artificial y el Estado”. En el noveno capitulo, Gutiérrez y Muiioz-Cadena exa-
minan cdmo los sistemas de 1A adoptados por entidades publicas en América
Latina pueden contribuir con el agendamiento, formulacion, implementacién
y evaluacion de politicas publicas. El texto se fundamenta en una nueva base de
datos que documenta mas de 700 herramientas adoptadas por entidades publi-
cas en veintitrés paises de la regién y en casos de estudio de Argentina, Brasil,
Chile, Colombia, Guatemala, Honduras, México y Peru.

Por tltimo, en el capitulo que cierra esta compilacion, Diaz-Valderrama,
Nino-Machado, Guerrero-C. y Gonzalez-Uribe rastrean los imaginarios a fu-
turo sobre la 1A y su relacion con el Estado, asi como las acciones estatales que
buscan responder de manera anticipada a la creciente incursion de estas tecno-
logias en la sociedad colombiana. El capitulo identifica en el discurso mediatico
cuatro campos de imaginacién sociotécnica: (1) innovacién vs. regulacion,
(2) cuarta revolucion industrial, (3) primicia, liderazgo y modernizacion regio-
nal, y (4) desarrollo y presencia nacional amplificada.

En conjunto, los capitulos que componen este libro ofrecen nuevo cono-
cimiento sobre la 1A a quien esté interesado en aprender sobre sus conceptos
tedricos, aplicaciones practicas e implicaciones presentes y futuras. Esperamos
ademas que cada lector encuentre aqui la chispa que estimule su curiosidad y
lo motive a involucrarse de manera critica y constructiva en el area. Que este
libro inspire a pensar mas alld, innovar y aplicar de manera ética y responsable
los avances de la 1a en beneficio de todos.
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Introduccion

La inteligencia artificial distribuida (distributed artificial intelligence, DAI) invo-
lucra la interaccién de multiples agentes dentro de un entorno compartido, para
alcanzar objetivos individuales y colectivos. Este paradigma permite modelary
simular dindmicas complejas, ofreciendo una perspectiva tinica para abordar
problemas en una amplia gama de dominios, como la optimizacién de recur-
sos, el transporte inteligente, la gestion de redes y el estudio de la cooperacion
y resiliencia en comunidades, lo que contribuye al desarrollo de politicas ptbli-
cas. La interaccion entre agentes facilita la resolucién de problemas dificiles o
imposibles de tratar mediante enfoques tradicionales, al mismo tiempo que pro-
mueve la emergencia de comportamientos colectivos y soluciones adaptables.

En este capitulo se presentan algunos de los desafios y soluciones propues-
tas por investigadores de la Universidad de los Andes en este campo, abarcando
aplicaciones de la inteligencia artificial (1a) que van desde la teoria de juegos
evolutiva y el aprendizaje por refuerzo multiagente, hasta agentes cooperativos
basados en los hoy populares modelos de lenguaje de gran tamafo (large lan-
guage model, LLM).

Primero, se ofrece un panorama general de la evolucion de la DAI, desta-
cando como esta disciplina ha integrado conceptos de la sociologia, el control, la
economia y la teoria de juegos para abordar problemas de cooperacion y toma de
decisiones en sistemas multiagente. Esta seccion presenta aquellos avances y apli-
caciones principalmente lideradas por el profesor Nicanor Quijano, que susten-
tan el desarrollo de sistemas donde multiples agentes interactiian en un entorno
compartido, toman decisiones auténomas y optimizan su desempeifio colectivo.
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A continuacidn, el texto se enfoca en la aplicacion de estas nociones para
mejorar la resiliencia de comunidades vulnerables, mediante estrategias de
cooperacion financiera. Se examinan los desafios que enfrentan las comuni-
dades, como la incertidumbre en los ingresos y la falta de acceso a servicios fi-
nancieros, y como las herramientas basadas en DA pueden ofrecer soluciones
innovadoras. Basados en la investigacion liderada por el profesor Luis Felipe
Giraldo, se analizan casos especificos de asociaciones de ahorro y crédito, y se
evalua su efectividad por medio de simulaciones de Monte Carlo y modelos di-
namicos que permiten optimizar las estrategias de cooperacion, segun las ca-
racteristicas de cada comunidad.

Finalmente, se aborda el uso de LLM y agentes auténomos basados en es-
tos modelos, destacando su capacidad para tomar decisiones y cooperar en en-
tornos complejos. A través de experimentos en entornos simulados, liderados
por el profesor Ruben Manrique, se evaltia la eficacia de estos agentes en la ges-
tion de dilemas sociales y se resaltan tanto sus capacidades actuales como las
areas que requieren mejoras. Esta seccion presenta un analisis de los desafios y
las oportunidades que presentan estas tecnologias, asi como caminos para fu-
turas investigaciones que podrian mejorar la cooperacion y la resiliencia en
una variedad de contextos, desde aplicaciones comunitarias hasta entornos
mas amplios, como la ciberseguridad y la gestion de infraestructuras criticas.

Evolucion de la inteligencia artificial distribuida

La 14 se ha inspirado y ha utilizado la psicologia y el comportamiento no solo
en el desarrollo tedrico, sino también a nivel metaférico. Ademas de las aplica-
ciones tradicionales de reconocimiento de patrones, imagenes y caracteristicas,
la 1A moderna tiene aplicaciones que buscan tomar decisiones basadas en cono-
cimientos adquiridos. Estas aplicaciones modernas de 14 se estan transforman-
do desde el reconocimiento de caracteristicas puras (por ejemplo, detectar un
gato en una imagen) a la toma de decisiones (conducir vehiculos auténomos a
través de un cruce de trafico de manera segura), donde emerge la interaccion
entre diferentes actores (Yang y Wang, 2020). La aproximacion moderna a la 1a
esta centrada alrededor del concepto de agente racional. Un agente es un ente
computacional (programa) o fisico (robot), el cual puede percibir (sensar) y
actuar en un ambiente; es auténomo y por lo general su comportamiento de-
pendera en parte de su experiencia y de la retroalimentacién que le brinde el
lugar. Esta flexibilidad y racionalidad se logran sobre la base de procesos clave,
como la toma de decisiones, la planificacion y el aprendizaje. Como este agen-
te interactua con el ambiente, su comportamiento se vera afectado por otros
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agentes o entes humanos, y esta interaccion puede ser de indole cooperativa o
competitiva (Russell y Norvig, 2016). Un agente que siempre trata de optimi-
zar una medida de desempefio determinada se denomina agente racional. Al
ser tan general esta definicion, se podria ligar a agentes humanos (poseen ojos
como sensores y manos como actuadores), agentes roboticos (camaras y llan-
tas) o agentes de software (interfaz grafica que cumple ambas labores de sensa-
do yactuacién). En otras palabras, desde esta perspectiva, la 1a se concibe como
el estudio de las bases y el disefio de agentes artificiales racionales. Como en la
mayoria de los casos estos agentes no estan solos e interactian con otros agentes,
estariamos hablando de sistemas de multiples agentes (multi-agent system, MAS)
y de ahi que se derive el subcampo de investigacion de la A1 (Vlassis, 2022).
La pAI se podria definir como el estudio, construccion y aplicacion de Mas,
por ejemplo, sistemas en los que diversos agentes inteligentes interactian, en
busca de un propdsito comun o lograr una serie de tareas definidas (Weiss, 1999).
Estos multiples agentes por lo general son heterogéneos (p. ej., han sido disefia-
dos y concebidos en hardware de diferentes formas); interactiian en ambientes
dindmicos (en su mayoria, un solo agente suele ser entrenado en un ambiente
estético, pero al interactuar con otros su comportamiento varia con el tiempo
Y, por ende, se requiere un mejor desarrollo de la parte matematica [Gémez
et al., 2022]); la informacion que se tiene de los sensores es distribuida (p. €j., a
nivel espacial o temporal), lo que hace que el mundo percibido por cada agente
sea parcialmente observable; el control de los agentes es descentralizado (p. €j.,
cada agente toma su propia decisiéon y no estd atado a un ente central, debido
a los problemas de robustez y tolerancia a fallos; en este caso, los problemas de
toma de decisiones pueden resolverse mediante la teoria de juegos); y la inte-
raccién entre agentes depende en gran medida de la comunicacién que puede
facilitar la coordinacién y la cooperacion entre individuos, como se haria en la
naturaleza (p. ¢j., la forma en la que las abejas se comunican entre si a la hora de
buscar alimento [Quijano y Passino, 2010; Giraldo et al., 2015]) (Vlassis, 2022).
Las primeras investigaciones en DAI datan de los afios setenta y ochenta,
cuando se emplearon modelos computacionales para simular mas, combinando
elementos de la teoria de juegos, la simulacién de Monte Carlo, la programacion
evolutiva y las teorias de la emergencia y los sistemas complejos. La DAI es un
area que toma ideas, conceptos y resultados de disciplinas como la 14, las cien-
cias de la computacion, la sociologia, la economia, la filosofia, el manejo de las
organizaciones, los sistemas de control, entre otros. Asi, se podria decir que la
1A tradicional utiliza la psicologia y el comportamiento para sus ideas, su ins-
piracién y como metéfora; la DAI utiliza la sociologia, la economia y el control,
por lo que se percibe como una generalizacion de la 1a. Hay dos razones para
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tratar con DAL (1) los MAs desempefian un papel fundamental en los sistemas
tecnologicos de hoy en dia. Los sistemas de computo y control que encontramos
desplegados en diferentes ambitos tienen como caracteristicas ser distribuidos
y heterogéneos. Por lo tanto, se requiere ver a estos elementos como agentes en
lugar de partes, con el fin de interactuar de una manera mas adecuada, sobre
todo en esta era de la cuarta revolucion industrial; y (2) los MAs tienen la capa-
cidad de interactuar dentro de lo que llamariamos cyber-physical human systems
(cpHs), con lo cual hay que pensar en el desarrollo de sistemas auténomos que
interactien no solo en su entorno, sino que tengan en cuenta al humano o los
seres vivos con los que lo hace (Annaswamy et al., 2023).

Como se puede observar, hay varios conceptos tedricos que forman parte
de la idea general de pAI En primera instancia, podriamos hablar de coopera-
cion. Los problemas de cooperacion, en los que los agentes tienen oportunida-
des de mejorar su bienestar comun, pero son notablemente capaces de hacerlo,
son omnipresentes e importantes. Es posible encontrarlos en todas las escalas,
desde nuestras rutinas diarias, como conducir, programar reuniones y trabajar
en colaboracion, hasta nuestros retos globales, como el experimentado recien-
temente a la hora de prepararnos para pandemias (Dafoe et al., 2020). Otros
trabajos, como el del politélogo Robert Axelrod (1984), muestran como esta
cooperacion emerge en areas como la politica, lo cual fue uno de los elementos
que nos salvo de tener conflictos de mayor envergadura durante la época de la
Guerra Fria. La investigacion de la 1a relacionada con la cooperacion se ha lle-
vado a cabo en muchas areas diferentes, dentro de las que se incluyen los Mas,
la teoria de juegos y la eleccion social, la interaccion y alineacion entre el ser
humano y la maquina, el procesamiento del lenguaje natural y la construccién
de herramientas y plataformas sociales.

La teoria de juegos es el nombre que se le da a la metodologia que utiliza
herramientas matematicas para modelar y analizar situaciones en las que se
toman decisiones de forma interactiva. Estas nociones se habian comenzado
a discutir a finales del siglo x1x, principios del siglo xx, pero es hasta el desa-
rrollo del teorema del minimax, por parte de John von Neumann y el libro que
publica con Oskar Morgenstern (Von Neumann y Morgenstern, 2007), que se
concretan las ideas iniciales. La diseminacion del concepto toma varios afios, y
es gracias a los aportes de la corporacién RAND que estas nociones logran per-
mear diferentes areas del conocimiento (Bhattacharya, 2021). La investigacion en
machine learning (ML) y aprendizaje por refuerzo (reinforcement learning, RL) se
ha centrado en casos de conflicto de intereses y, en particular, en entornos con
dos jugadores de suma cero (Dafoe et al., 2020). En el ambito del aprendizaje
por refuerzo basado en juegos, en los tltimos afos se han visto enormes avances
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en los juegos de suma cero de dos jugadores, como el ajedrez, Go, StarCraft II
y péquer de dos jugadores. Este tipo de juegos fueron un dominio producti-
vo para la investigacion inicial de multiples agentes, ya que son especialmente
tratables: la solucién minimax coincide con el equilibrio de Nash y se puede
calcular en tiempo polinomial a través de un programa lineal, sus soluciones
son intercambiables y tienen garantias de peor caso (Von Neumann y Morgens-
tern, 2007). Esta tratabilidad puede explicar por qué estos juegos han recibido
una considerable atencion de investigacion, a pesar de ser relativamente raros
en el mundo real y en el espacio de posibles juegos.

Otro de los aspectos relevantes de los DAI es el problema de toma de de-
cisiones. Este problema est4 ligado al 4rea de control 6ptimo'; en este punto es
donde la programacién dindmica desempefia un papel fundamental (Vlassis,
2022). Varios ejemplos se dan hoy en cuanto a problemas asociados a toma
de decisiones. Por ejemplo, en vehiculos auténomos (va) se tienen dos grandes
problemas: (1) en cada instante de tiempo, durante la toma de decision, el
agente no solo debe considerar sus acciones presentes, sino también las conse-
cuencias de las acciones futuras; y (2) para determinar las decisiones correctas
y seguras, se deben tener en cuenta las acciones y los comportamientos de los
demas agentes y elementos en el ambiente en el que se desenvuelven (Yang y
Wang, 2020; Detjen-Leal ef al., 2023). La necesidad de tener un marco adapta-
tivo de toma de decisiones, ademas de la complejidad de tener interaccién con
multiples aprendices, lleva al desarrollo del aprendizaje por refuerzo de multi-
ples agentes (multi-agent reinforcement learning, MARL). Esta nocién busca re-
solver problemas de toma de decisiones secuenciales con agentes inteligentes,
que operan en un ambiente compartido con otros agentes y con cierta incerti-
dumbre y estocasticidad, donde cada ente buscara maximizar sus recompen-
sas mediante la interaccion con el ambiente y otros agentes. Historicamente, el
mecanismo de RL se desarrollé basado en el estudio del comportamiento de los
gatos en una caja (Thorndike, 1898). En 1954, Minsky propuso por primera vez
el modelo computacional de RL en su tesis de doctorado y nombré su maqui-
na analdgica resultante la calculadora estocastica de refuerzo neural-analdgico.
En 1961, Minsky sugiri6 por primera vez la conexion entre la programacion di-
namica (Bellman, 1952) y el RL (Minsky, 1961). Mas adelante, Bertsekas y Tsit-
siklis (1996) propusieron métodos aproximados de programacién dinamica

1 R.Bellman es el creador de la programacion dindmica, mientras que Pontryagin es uno de
los pioneros en el calculo de variaciones. Estas nociones son la base del control 6ptimo, en
cuya drea autores como D. Bertsekas y J. Tsitsiklis han realizado aportes fundamentales.
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fundamentados en redes neuronales, lo cual muestra de forma clara la relacion
entre las nociones de aprendizaje y control. En el dominio de control clasico
se han estudiado extensamente los enfoques basados en modelos en los que el
agente de aprendizaje primero construird un “modelo” explicito de espacio de
estado, para comprender como funciona el entorno en términos de dindmica
de transicion de estado y funcion de recompensa, y luego aprendera del “modelo”.
La ventaja de los algoritmos basados en modelos reside en el hecho de que a
menudo requieren muchas menos muestras de datos del entorno. En principio,
la comunidad MARL ha trabajado con enfoques basados en modelos, por ejem-
plo, el famoso algoritmo R-MAX, de hace casi dos décadas. Sorprendentemente,
los desarrollos en la linea de sistemas basados en modelos se detuvieron desde
entonces; teniendo en cuenta los impresionantes resultados que estos enfoques
han demostrado en las tareas de RL de un solo agente, los métodos de MARL
merecen mas atencion de la comunidad (Yang y Wang, 2020).

Por otro lado, la toma 6ptima de decisiones por parte de multiples agentes
que interactiian entre si por medio de una red (sea fisica o de comunicaciones)
ha sido uno de los temas que mas auge ha tenido en la comunidad de sistemas
dinamicos y de control en las tltimas décadas (Obando et al., 2024). ;La razén?
Estos problemas emergen en ingenieria, ciencias sociales y econémicas, sistemas
urbanos o inteligencia artificial, donde se encuentran aplicaciones como el ana-
lisis de redes sociales (Jackson, 2008), el manejo o control de redes inteligentes
(Mojica-Nava et al., 2013; Ananduta et al., 2018), las redes inalambricas (Han
et al., 2019), la ciberseguridad (Pawlick y Zhu, 2021), la infraestructura critica
(Rass et al., 2020) o los sistemas ciberfisicos (Groot et al., 2014).

Una de las maneras de modelar estos sistemas complejos de gran escala con
multiples decisiones y acciones, en la que los diferentes entes/controladores inte-
ractiian entre si, es mediante el uso de la teoria de juegos (Muros, 2021; Carrasco
Martinez et al., 2023). Dentro de los trabajos desarrollados, es pertinente mencio-
nar el de Bacci et al. (2016), el cual muestra la relacion entre los juegos, la optimi-
zacion y el aprendizaje para el procesamiento de sefiales en red. Otros ejemplos
similares incluyen la carga de vehiculos eléctricos (Grammatico et al., 2016),
la coordinacién de redes de robots (Jaleel y Shamma, 2020; Park y Barreiro-
Gomez, 2023), los problemas de congestion vehicular (Kara et al., 2022), el control
de pandemias y epidemias (Martins et al., 2023), las técnicas de aprendizaje por
refuerzo (Gao y Pavel, 2021), la respuesta a la demanda (Genis-Mendoza et al.,
2022) y el manejo de recursos y regulacion de sistemas de agua (Lu et al., 2022).
En estos trabajos, los autores abordan los problemas desde diferentes angulos de
la teoria de juegos. Algunos parten de los juegos matriciales, 1o cuales son cono-
cidos por su forma normal, en la que la interaccion simultdnea entre jugadores
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se produce de manera estatica y cada jugador se entiende como un ente indivi-
dual. Por otra parte, en juegos continuos los jugadores pueden elegir entre una
amplia gama de estrategias, las cuales cambian con el tiempo.

Hay otros llamados juegos dindmicos, que usan un mecanismo de aprendi-
zaje que permite ajustar las acciones basadas en eventos previos. Estos juegos se
distinguen por tres problemas principales: (1) modelar el ambiente en el que in-
teractian los jugadores; (2) modelar los objetivos que persiguen los jugadores; y
(3) describir el orden en el que los jugadores toman decisiones y la cantidad de
informacién que tienen. En este caso, se asume que la interaccién ocurre entre
un gran nimero (desconocido) de jugadores, y lo que nos interesa estudiar es
la proporcién de individuos que utiliza una estrategia u otra. Los juegos evoluti-
vos, que fueron creados con base en el comportamiento ecolégico, se clasifican
como juegos dindmicos. Las nociones de las estrategias evolutivamente esta-
bles fueron desarrolladas por Maynard-Smith y Price (1973), quienes fueron los
pioneros de este concepto. Después, Taylor y Jonker (1978) crearon el modelo
de replicadores (replicator dynamics), que se utiliza ampliamente en aplicacio-
nes de ingenieria, para examinar el comportamiento dindmico y su relacién
con la parte genética. De igual manera, mediante la introduccién de protoco-
los de revisién y mean dynamics, se han desarrollado aproximaciones de juegos
evolutivos desde el punto de vista de sistemas econémicos (Sandholm, 2010).

El trabajo de Obando et al. (2024) presenta algunos ejemplos de asigna-
ci6én dinamica de recursos a través de juegos poblacionales y modelos dinamicos
de pago (Park et al., 2019). Esta investigacion destaca la utilidad y la idoneidad de
estas técnicas para modelar dindmicas de sistemas complejos de ingenieria, asi
como para disefar estrategias de gestion y control, de acuerdo con politicas par-
ticulares y restricciones fisicas y operativas, tanto locales como globales. Las
estrategias desarrolladas por medio de este paradigma son de facil implementa-
cion fisica, como se observa en distintos trabajos (Martinez-Piazuelo et al., 2022a;
J. Barreiro-Gdémez et al., 2021), en los que se muestran criterios para seleccionar
parametros y su implementacion. Por otra parte, este nuevo paradigma también
es capaz de abarcar problematicas como los retrasos (Obando et al., 2016; Park
y Leonard, 2021), lo que ofrece una nueva alternativa respecto a otras técnicas
desarrolladas, cuya implementacion tiene sus dificultades. Algunas ideas que se
presentan en ese articulo se derivan de la evolucion de trabajos anteriores;
se puede encontrar un resumen de los trabajos que se presentaron hasta el 2017 en
Quijano et al. (2017). Desde entonces, se han hecho contribuciones en términos
de dindmicas distribuidas en tiempo continuo (Barreiro-Gémez et al., 2017a) y en
tiempo discreto (Martinez-Piazuelo et al., 2022a), asi como en la combinacién de
técnicas en sistemas hibridos (Ochoa et al., 2021). De igual modo, se ha trabajado
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en temas como aplicaciones para vehiculos auténomos no tripulados (Barreiro-
Gomez et al., 2021) o la combinacién de técnicas de control para aplicaciones
en redes de agua (Barreiro-Gomez et al., 2017b; Obando et al., 2022). Ademas,
se han reportado recientemente resultados significativos sobre la relacion entre
estas poblaciones dinamicas y los equilibrios generalizados de Nash (Martinez-
Piazuelo et al., 2022b, 2022¢, 2022d, 2023; Sdnchez- Amores et al., 2023).

Inteligencia artificial distribuida para resiliencia comunitaria
Las personas con ingresos muy bajos que pertenecen a comunidades desfavo-
recidas enfrentan un desafio significativo al gestionar su vida financiera. Mu-
chas de ellas son trabajadores por cuenta propia y forman parte del 10,7 % de la
poblacion mundial que sobrevive con menos de usp 1,90 al dia. Estas personas
enfrentan continuamente eventos negativos e impredecibles, llamados shocks,
como problemas de salud o condiciones climaticas adversas en los cultivos.
Ademas, se ven afectadas por la falta de servicios de salud y financieros, y por
una escasa formacion educativa. Los desafios de la gestion financiera para in-
dividuos de bajos ingresos y las herramientas utilizadas en la actualidad para
enfrentar la escasez giran en torno a tres aspectos principales: manejar ingre-
sos inciertos, resistir shocks financieros y encontrar estrategias efectivas para
ahorrar dinero (Collins, 2009).

El alcance de las instituciones de microfinanzas, que podrian ayudar a mi-
tigar algunos de estos desafios, sigue siendo limitado, al igual que el uso de la
tecnologia para brindar asesoramiento financiero. En respuesta a esta situacion
han surgido estrategias de cooperacion financiera informal en diversas partes
del mundo, lo que ha fortalecido la resiliencia de las comunidades de bajos in-
gresos, al fomentar el apoyo mutuo entre sus miembros. Estas estrategias, ba-
sadas en planes de ahorro y crédito, son relativamente faciles de implementar
y ofrecen a los participantes una medida de estabilidad financiera. Ejemplos
de estos esquemas de cooperacion incluyen la asociacién rotativa de ahorro y
crédito (rotating savings and credit associations, ROSCA) y la asociacion de aho-
rro y crédito acumulativo (accumulating savings and credit associations, ASCA)
(Bouman, 1995; Zambrano et al., 2023). En una Rosca, un grupo de personas
acuerda reunirse de manera periddica para contribuir con una cantidad fija de
dinero a un fondo comun. En cada reunién, uno de los miembros recibe la to-
talidad del fondo, lo que le proporciona una suma significativa de dinero en ese
momento. Este proceso continta hasta que todos los miembros hayan recibido
el fondo en alguna de las rondas. En algunas regiones de Colombia, esta estra-
tegia de cooperacion es llamada cadena o natillera (Salas Bahamon, 2022). Por
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otro lado, una Asca es una forma de ahorro y crédito mas estructurada y com-
pleja que una Rosca; a diferencia de la rotacion simple de fondos que ocurre
en una ROSCA, en una AScA los fondos se acumulan y se utilizan para otorgar
préstamos con intereses a los miembros del grupo.

En comunidades de bajos ingresos, donde los servicios bancarios son es-
casos o inaccesibles, las Rosca y las Asca ofrecen una manera de participar en
actividades financieras sin necesidad de cumplir con requisitos complicados,
como historial crediticio, garantias o altos depositos iniciales. “No me gusta te-
ner que lidiar con otras personas por dinero, pero si eres pobre, no hay alterna-
tiva. Tenemos que hacerlo para sobrevivir” (Collins, 2009, p. 13), sefiala uno de
los participantes de estas estrategias de cooperacion, resaltando la importancia
de estos esquemas en comunidades vulnerables.

Aunque estos esquemas de cooperacion son utiles para promover el desa-
rrollo socioecondémico de la comunidad, atin tienen limitaciones para prevenir
fallos de gestion cuando varios miembros se ven afectados por shocks o cuando
alguien decide dejar de participar una vez la asociacion esta implementada. El
diseno de nuevas estrategias de cooperacion que minimicen estas limitaciones
implicaria varios meses de observacion in situ, retroalimentacion y un proceso
de redisefio. Ante esta necesidad, se han propuesto herramientas computacio-
nales basadas en DAI para proporcionar, en un periodo relativamente corto de
tiempo, una mejor comprension del comportamiento de una comunidad que
implementa estas estrategias de cooperacion y facilitar el disefio de nuevas es-
trategias o variaciones de estas, minimizando tales desventajas en una amplia
variedad de escenarios y tipos de comunidades.

Gonzalez Villasanti et al. (2018) presentan el resultado de una investigacion
conjunta entre investigadores de la Universidad de los Andes, en Colombia, y
la Universidad Estatal de Ohio, en Estados Unidos. Este es un trabajo seminal
que marca una linea de estudio en el area, donde se propone un modelo basado
en la teoria de control 6ptimo, que caracteriza la vida financiera de individuos
y su participacion en asociaciones informales de ahorro y crédito, con el fin de
estudiar estrategias optimizadas de gestion de recursos a través de simulaciones
computacionales. Primero, se introduce un modelo de toma de decisiones que
describe el comportamiento de un individuo en términos de riqueza, salud y
educacion. Este modelo se basa en la gestion financiera personal y asume que
los individuos tienen la capacidad de tomar decisiones que dependen de sus
intereses y prioridades, su capacidad para generar riqueza, su condicion de sa-
lud, su educacién actual y eventos inesperados, como shocks financieros. Esta
toma de decisiones se realiza mediante proyecciones, las cuales se asume que
el individuo puede realizar de acuerdo con un horizonte de tiempo. Luego, los
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individuos se interconectan para crear una comunidad heterogénea, donde in-
teractiian seguin una estrategia cooperativa.

En este trabajo se estudiaron dos estrategias de cooperacion financiera: la
ASCA y una nueva estrategia basada en donaciones. Asi, se introdujeron indi-
cadores como la tasa de fracaso en la gestion y el indice de desarrollo comuni-
tario, para cuantificar el rendimiento de la comunidad en términos de las tres
dimensiones que describen el desarrollo humano (riqueza, salud y educacion).
A través de simulaciones de Monte Carlo y estos indicadores de desempefio y
resiliencia comunitaria, se evaluaron una gran cantidad de escenarios y pobla-
ciones. Las simulaciones muestran que la Asca presenta un mejor desempefio
que la estrategia de donaciones en comunidades con baja desigualdad en activos
y habilidades, mientras que la estrategia basada en donaciones muestra mejores
resultados en comunidades desiguales. Estos resultados sugieren que estas estra-
tegias deberian adaptarse a cada grupo para maximizar los impactos positivos.

Esta investigacion fue el punto de partida para estudios posteriores lidera-
dos por investigadores de la Universidad de los Andes y financiados por Google
Research, debido a su pertinencia e impacto. El trabajo propone dos variacio-
nes de las ROscA convencionales, que potencialmente aumentan la resiliencia
de la comunidad (Zambrano et al., 2022). Estas estrategias fueron evaluadas
por medio de herramientas computacionales. Basado en el trabajo de Gonzalez
Villasanti et al. (2018), se emplearon modelos dindmicos para simular escena-
rios donde se implementan estas estrategias de cooperacion financiera. Por un
lado, se formula una estrategia que involucra una reserva de efectivo, similar a la
usada en instituciones financieras formales, para reducir el impacto de los indivi-
duos que abandonan la asociacion. Como resultado, se muestra que la ausencia
de confianza entre los miembros de la asociacion debe ser compensada en igual
medida por la cantidad de reserva de efectivo, con el fin de reducir la probabi-
lidad de fracaso en el esquema de cooperacion. Por otro lado, se evalta el de-
sempeifio de comunidades en las que sus miembros participan en varias ROSCA
al mismo tiempo, visto como una estrategia de participacion descentralizada.
Se demostro que los individuos deben cooperar en varias asociaciones con un
bajo numero de miembros, con el objetivo de reducir el tiempo necesario para
recibir un retorno de su cooperacion y disminuir la probabilidad de perder su
dinero, debido a individuos no confiables. Estos resultados son de particular
interés en paises como Colombia, donde los esquemas financieros de este tipo
se consideran ilegales cuando la cantidad de participantes supera un umbral.

Este cuerpo de investigacion ha sido fundamental para entender y abordar
los desafios financieros a los que se enfrentan las comunidades de bajos ingresos.
Al utilizar herramientas computacionales avanzadas y modelos dinamicos de
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simulacién, no solo se profundiza en la comprension de las estrategias de coo-
peracion financiera existentes, sino que también se proponen nuevas soluciones
que pueden fortalecer la resiliencia comunitaria ante shocks econémicos. La re-
levancia de este trabajo radica en su potencial para influir en politicas publicas
y en el disefio de intervenciones mas efectivas, las cuales mejoren la estabilidad
financiera y el desarrollo humano en contextos vulnerables. La investigacion
en curso, respaldada por entidades como Google, promete avances significati-
vos en la teorfa y practica de la cooperacion financiera, y tiene el potencial de
transformar la vida de millones de personas que dependen de estos esquemas
para su subsistencia y bienestar.

En la actualidad, investigaciones en curso en la Universidad de los Andes,
financiadas por Google a través del Google Research Award y el Google Deep-
Mind Scholar Programme, buscan avanzar en este trabajo mediante el uso de
MAs basados en DAL Estas investigaciones implementan estrategias de aprendi-
zaje avanzadas, como el MARL y el LLM, dentro de un marco de 1A cooperativa.
El objetivo es comprender como se pueden construir comunidades resilientes
en escenarios complejos e inciertos, donde no solo interactiian agentes humanos
entre si, sino también humanos con maquinas y maquinas con otras maquinas.

El impacto de la DAI en politicas publicas esta en desarrollo y se espera que
sus efectos se perciban a medida que se comprendan mejor estas propuestas ba-
sadas en modelos computacionales. Los resultados preliminares de esta inves-
tigacion han contribuido al disefio de intervenciones en comunidades de bajos
ingresos, donde estrategias de ahorro y cooperacion, como las ROsca, han mos-
trado potencial para mejorar la estabilidad financiera. Asi, se anticipa que es-
tas estrategias de inclusion financiera generen recomendaciones de politica que
fortalezcan la resiliencia comunitaria a nivel local e internacional en el futuro.

Inteligencia artificial distribuida basada en LLM

Los LLM son algoritmos de 1a entrenados en grandes corpus de texto para pre-
decir, generar y manipular el lenguaje humano. Estos modelos se destacan por
su capacidad para entender contextos y producir texto coherente. Un ejemplo
destacado es GPT-4, que ha demostrado que puede generar respuestas detalladas
y relativamente precisas a partir de un amplio rango de preguntas (OpenAl et al.,
2024). El desarrollo continuo de los LLM ha permitido que estos modelos se apli-
quen en tareas de procesamiento de lenguaje natural (PLN) y en dominios mas
complejos, que requieren comprension semantica y generacion de textos a partir
de instrucciones abstractas (Broekhuizen et al., 2023). Asi, estas capacidades los
posicionan como herramientas clave para aplicaciones que van desde chatbots
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hasta la generacion automatica de contenido. Sin embargo, un reto inherente
en el uso de LLM es que pueden generar respuestas basadas en informacién in-
correcta o incompleta, lo que afecta su desempefio en tareas especificas. Esto
ha llevado a investigaciones para mejorar la precision y fiabilidad de estos mo-
delos mediante la integracién de moédulos extra, como las memorias a corto y
largo plazo (Schick et al., 2023; Yao et al., 2023).

Los agentes autonomos basados en LLM (augmented autonomous agents,
LAA) son una extension de los LLM que se emplean para ejecutar tareas de forma
auténoma dentro de entornos especificos. Estos agentes no solo generan texto
de manera coherente, sino que también toman decisiones basadas en entendi-
mientos previos y observaciones del entorno (Park et al., 2023). Para funcio-
nar eficazmente, los LAA requieren de arquitecturas que gestionen de manera
efectiva la memoria y las capacidades cognitivas complejas. Estas arquitectu-
ras suelen incluir médulos para la percepcion, la planificacion, la reflexion y la
accion. Por ejemplo, el framework Generative Agents proporciona un robusto
armazon que permite a los LAA almacenar recuerdos a largo plazo, reflexionar
sobre experiencias pasadas y planificar acciones futuras con base en esa infor-
macion (Park et al., 2023). Este enfoque ha sido ttil para crear comportamien-
tos humanos convincentes en entornos simulados y ha facilitado la navegacién
auténoma en videojuegos como Minecraft (Wang et al., 2023). A medida que se
exploran mds areas de aplicacion, se revela que los LAA pueden imitar compor-
tamientos humanos realistas y manejar interacciones complejas; sin embargo,
su capacidad para colaborar eficazmente con otros agentes aun esta en fase de
investigacion (Du et al., 2023; Zhang et al., 2023).

La cooperatividad entre agentes es una habilidad critica para resolver proble-
mas en entornos complejos. Esta capacidad se deriva de la comprensién mutua
y la toma de acciones colaborativas. En el ambito de los LAA yla DAL, la coopera-
cién se da cuando mdltiples agentes colaboran para alcanzar un objetivo comun,
utilizando el conocimiento de su entorno y las habilidades adquiridas durante su
entrenamiento (Gross et al., 2023). Para que la cooperacion entre LAA sea efecti-
va, es fundamental que estos agentes puedan comunicarse y coordinarse entre si.
Esta habilidad esta influenciada por sus arquitecturas, que deben incluir médulos
para la comunicacion y el entendimiento de los otros agentes. Por ejemplo, un
agente necesita ser capaz de interpretar las intenciones y acciones de otros agen-
tes, asi como comunicarse con ellos para lograr objetivos comunes (Dafoe et al.,
2020a). A pesar de los avances, los estudios muestran que aunque los LAA tienden
a cooperar, sus acciones no siempre reflejan una comprension clara de la cola-
boracidn efectiva dentro del entorno; esto subraya la necesidad de arquitecturas
mas robustas para mejorar su capacidad de colaboracion (Agapiou et al., 2023).
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En el estudio “Can LLM-augmented autonomous agents cooperate? An
evaluation of their cooperative capabilities through Melting Pot” (Mosquera
et al., 2024), desarrollado por investigadores de la Universidad de los Andes, se
utilizaron entornos del proyecto Melting Pot para evaluar la capacidad de coo-
peracion de los LAA como avance fundamental de pA1. Estos entornos estdn
disefiados para simular escenarios de dilemas sociales, donde agentes indepen-
dientes deben tomar decisiones que afectan el bienestar individual y colectivo. El
experimento clave utilizé el escenario Commons Harvest, que se desarrolla en
una cuadricula, donde los agentes deben recolectar manzanas. Los agentes que
recolectan de manera insostenible pueden agotar los recursos, lo que refleja la
“tragedia de los comunes” (Agapiou et al., 2023). Los LAA en este entorno reci-
bieron acciones de alto nivel, como “moverse a una posicion especifica” o “ex-
plorar un area’, y se evalué su capacidad para manejarse en un entorno poblado
tanto por otros agentes como por bots que recolectan de manera insostenible.

Los resultados del experimento destacaron que, aunque los LAA manifesta-
ron una tendencia a la cooperacion, tuvieron problemas para entender claramente
como colaborar de manera efectiva en el entorno dado (Mosquera et al., 2024; Park
et al., 2023). Los agentes presentaron comportamientos que incluyeron la coor-
dinacién en algunos aspectos, como evitar la recoleccién de la ultima manza-
na de un arbol para prevenir su agotamiento; no obstante, también se observo
que los agentes fallaron en intercambiar informacion critica entre si y estable-
cer estrategias comunes a largo plazo. Estos problemas resaltan las limitacio-
nes actuales de las arquitecturas utilizadas, lo que sugiere que aspectos como la
comunicacion y la planificacién conjunta necesitan mejorarse para alcanzar
una cooperacion mas eficiente.

Los desafios identificados incluyen la necesidad de mejorar las capacidades
de comunicacién y entendimiento entre los agentes. Las arquitecturas actuales,
aunque efectivas en algunos contextos, demuestran limitaciones significativas
cuando se enfrentan a dilemas sociales complejos. Un area prometedora de in-
vestigacion es el desarrollo de médulos especializados que mejoren la interpre-
tacion y el uso de la intencién detras de las acciones de otros agentes (Dafoe
et al., 2020a). El trabajo futuro podria centrarse en extender las capacidades de
memoria y reflexion, para incluir evaluaciones criticas de las acciones pasadas y
suimpacto en el entorno. Esto implicaria la integracion de sistemas de puntua-
cion de reputacion y mdédulos de compromiso que incentiven comportamientos
cooperativos a largo plazo (Ni y Buehler, 2024). A pesar de que los LAA mues-
tran potencial para la cooperacion, es claro que se necesitan arquitecturas mas
robustas y especializadas para que estos puedan colaborar de manera eficaz y
eficiente en una variedad de entornos complejos.
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Conclusiones

Los avances presentados en este documento subrayan el compromiso de la Uni-
versidad de los Andes con la investigacion de vanguardia en DAL Los resultados
obtenidos hasta ahora no solo han demostrado la relevancia de estas tecnolo-
gias en problemas de ingenieria, resiliencia comunitaria y optimizacién de re-
cursos en entornos complejos, sino que también han abierto nuevas vias para
explorar aplicaciones mas amplias en diferentes contextos. A medida que la
DAI sigue evolucionando, su combinacién con modelos avanzados de 14, como
los LLM, tiene el potencial de abrir nuevas oportunidades de investigacion en
problemas relevantes.

La toma de decisiones en entornos multiagente enfrenta retos criticos, en-
tre ellos la necesidad de que los agentes interpreten correctamente las acciones
de los demas. En escenarios dinamicos y descentralizados, los agentes deben
coordinarse y comunicarse, asi como entender las intenciones y respuestas de
otros agentes para adaptarse en tiempo real. Esta capacidad es esencial para
manejar la incertidumbre y los posibles fallos de comunicacion, factores que
afectan la estabilidad y el desempenio del sistema. El trabajo futuro deberia cen-
trarse en construir sistemas mds robustos, donde los agentes auténomos puedan
comprender y predecir mejor las acciones de humanos y maquinas. En algunos
contextos esto se denomina teoria de la mente (theory of mind) (Strachan et al.,
2024). Esto llevaria a un trabajo colectivo mas efectivo en situaciones que re-
quieren de un alto nivel de coordinacién, control, adaptabilidad y resiliencia.
Ademas, es necesario mejorar los sistemas actuales, en especial en lo que res-
pecta a la comunicacion, el control, el entendimiento, las estructuras sociales
y el compromiso entre los agentes para cooperar. Al incorporar capacidades
de memoria y toma de decisiones mas avanzadas, los sistemas futuros podrian
trabajar juntos de manera mas efectiva y resistir desafios de forma resiliente.

A medida que avanzamos, la integracién de DAI con otras tecnologias emer-
gentes, como el internet de las cosas y los sistemas ciberfisicos, probablemente
dara lugar a nuevas aplicaciones en dreas como las ciudades inteligentes y un
nexo para la gestion optimizada de infraestructuras criticas. También hay un es-
fuerzo importante por reducir limitaciones en cuanto a la colaboracion efectiva
entre agentes y humanos en entornos reales. Aunque los modelos actuales per-
miten cierto nivel de interaccion, persisten desafios en la comprensién mutua,
la adaptabilidad y la comunicacion en escenarios no controlados. La DAI atin
tiene un largo camino por recorrer, con muchos desafios y oportunidades por
delante; sin embargo, con investigacion y desarrollo continuos, tiene el poten-
cial de transformar no solo la tecnologia, sino también las comunidades que
dependen de ella.
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Introduccion

Los sistemas de software actuales estan en continua interaccién con sistemas
externos o distintas fuentes de informacion; esta interacciéon permite que los
sistemas sean mads conscientes de su entorno de ejecucion y, en respuesta, pue-
dan adaptar su comportamiento para que este sea el mas adecuado con respec-
to a dicho entorno. Estos sistemas, llamados sistemas de adaptacion dindmica
(self-adaptive systems, sas) (Salehie y Tahvildari, 2009), continuamente adap-
tan su comportamiento de acuerdo con multiples situaciones detectadas en
tiempo de ejecucion.

Los sas han probado ser de utilidad en diversos ambientes, como el ma-
nejo de sistemas de transporte (Castagna y Dusparic, 2022; Khan et al., 2016),
en sistemas roboticos de enjambre (Zhao et al., 2018; Zhu et al., 2024), en siste-
mas de comportamiento emergente (Cardozo, 2016) y, en general, en sistemas
autonomicos (Cabrera et al., 2024; Kephart y Chess, 2003). La construccion de
los sas estd compuesta por tres pasos principales: (1) definir el comportamien-
to base del sistema, (2) determinar las situaciones o condiciones para adaptar el
comportamiento y (3) establecer el comportamiento especializado del sistema.
Sin embargo, bajo estos parametros, los sAs tienen una capacidad de adapta-
cion y dinamicidad limitada a los problemas o situaciones que son identificados
durante el disefio del sistema, las llamadas conocidas situaciones desconocidas
(known-unknowns) (D’Angelo et al., 2019). Por lo tanto, la realizacion de sas
en situaciones desconocidas requiere afrontar los siguientes retos (Cardozo y
Dusparic, 2021, 2022):
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1. Las adaptaciones y las situaciones en las que aplican no deben ser
prescritas a situaciones conocidas, pues se afecta la dinamicidad y
adaptabilidad de los sistemas.

2. El manejo de interacciones y la composicion entre adaptaciones no
previstas puede causar errores en el comportamiento. Las soluciones
actuales a dicho problema necesitan la definicion inicial de las reglas
de composicion (Schmerl et al., 2017), lo que de nuevo afecta la dina-
micidad y adaptabilidad de los sistemas.

Para abordar estos problemas, proponemos un mecanismo de aprendizaje
que permite la generacién dindmica de adaptaciones (Cardozo y Dusparic, 2023;
Sanabria et al., 2024), denominado Auto-cop, y la mejor composicion de dichas
adaptaciones (Cardozo y Dusparic, 2020), denominado ComInA. De esta for-
ma, el sistema responde a situaciones por completo desconocidas, en la que la
estrategia de adaptacion no esta prescrita, sino mas bien es aprendida, lo que
ofrece una mayor flexibilidad para que el sistema responda correctamente a
todo tipo de situaciones.

Conceptos preliminares

Parala construccion de sAs capaces de adaptar su comportamiento a situaciones
desconocidas, utilizamos dos conceptos principales. Primero, la programacion
orientada al contexto (context-oriented programming, COP) se emplea como una
herramienta para construir sas de forma modular y con un alto grado de gra-
nularidad de las adaptaciones. Segundo, usamos aprendizaje por refuerzo (rein-
forcement learning, RL) como una estrategia de aprendizaje para la generacion
y composicion de adaptaciones en tiempo de ejecucion. El uso de RL permitira
aprender situaciones, condiciones de ejecucion y comportamientos inicialmente
desconocidos, en tiempo de ejecuci(')n. En concreto, utilizamos opciones de rL
para aprender comportamientos y la técnica de aprendizaje multiobjetivo apren-
dizaje W para resolver la composiciéon mas adecuada con respecto a los obje-
tivos del sistema.

Programacion orientada al contexto

La cop (Hirschfeld et al., 2008; Salvaneschi et al., 2012) es un paradigma de
programacion para realizar adaptaciones de forma dinamica al comporta-
miento de los programas, a un alto nivel de granularidad (e.g, métodos). La
COP permite una clara independencia entre los mddulos de adaptaciones y el
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comportamiento base de los programas, asi como de otras adaptaciones. Las
adaptaciones se incorporan a un sistema durante la ejecucion, mediante la re-
composicion dinamica del sistema; de esta manera, el modelo de composicién
dinamica utilizado en cop reifica la arquitectura de adaptacion de monitoring,
analysis, plan, execute (MAPE) (Rutten et al., 2017).

Para implementar sas capaces de adaptar su comportamiento a situaciones
desconocidas, en los ejemplos a continuacion utilizamos el lenguaje de Context-
Traits (Gonzélez et al., 2013), una extension de ECMAScript que permite adap-
taciones dinamicas. Sin embargo, noétese que los conceptos que desarrollaremos
no son especificos de este lenguaje y son aplicables a sAs en general. Hay tres
conceptos principales detras de las adaptaciones dindmicas en cop: contextos,
variaciones de comportamientoy activaciones de contexto. Los contextos corres-
ponden a objetos (p. ej., entidades de primera clase del sistema) que represen-
tan situaciones del entorno de ejecucion capturadas por variables del sistema
(p-¢j., el estado) o eventos externos monitoreados por sensores. Siempre que
se cumplan las condiciones especificas del entorno para los contextos, se dice
que estos se encuentran activos; de lo contrario, estaran inactivos.

Por ejemplo, en el caso del asistente de navegacion para un vehiculo, el
contexto closeProximity en el algoritmo 1 define la situacion en la que un
vehiculo se acerca a otro vehiculo delante de este.

closeProximity = new cop.Context ({
description: “vehicle in close proximity?”

)

Algoritmo 1. Definicion estatica de un contexto en Contextlraits

Cada contexto esta asociado a un conjunto de variaciones de comporta-
miento (p. ej., métodos) que especifican adaptaciones al comportamiento base
del sistema. Por ejemplo, en el algoritmo 2 se define el comportamiento especia-
lizado para gestionar la proximidad a un vehiculo, al adaptar de forma efectiva
el comportamiento base drive (p. ¢j., continuar en linea recta), definido para el
vehiculo, con nuevas acciones por ejecutar en su lugar —steerLeft() y steer
Right()—, que permitan girar para evitar el vehiculo que esta delante. El con-
texto detectado closeProximity se asocia con su comportamiento por medio
de la abstracciéon adapt, como se muestra en la linea 7 del algoritmo 2.
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1 closeProximityBehavior = Trait ({

2 drive: function () {

3 steerLeft()

4 steerRight()

5 h

6 1)

7 closeProximity.adapt(vehicle, closeProximityBehavior)

Algoritmo 2. Variacion de comportamiento definida para evitar vehiculos lentos delante

A medida que los contextos se activan, sus variaciones de comportamiento
se asocian con el sistema y se presentan disponibles para la ejecucion, es decir,
las variaciones seran el comportamiento observable del sistema. Internamente,
al activarse un contexto, sus variaciones de comportamiento asociadas se com-
ponen con el sistema en ejecucion. La desactivacion del contexto retira todas las
variaciones de comportamiento asociadas con el contexto del sistema en tiempo
de ejecucion. En ambos casos, el comportamiento del sistema se adapta de
forma dinamica. El contexto closeProximity se activa y desactiva, como se
muestra en el algoritmo 3, basado en la informacién del sensor de proximidad.

if(proximitySensor.receive() < 300)
closeProximity.activate()
else
closeProximity.deactivate()

Algoritmo 3. Condiciones de activaciones de contextos

Aprendizaje por refuerzo

En el r1, los agentes inteligentes aprenden a mapear situaciones del entorno
(estados del entorno) sobre acciones, para maximizar una sefial de recompensa
numérica que reciben del entorno a largo plazo (Sutton y Barto, 2018). Los
agentes de RL estan definidos por: S, el espacio de estados, formado por todos
los estados relevantes del entorno; A, el espacio de acciones, es decir, el conjunto
de todas las acciones que un agente puede ejecutar y que afectan al entorno; y la
recompensa 1, la sefial numérica que codifica el impacto positivo o negativo de
la accién en cada paso de ejecucion.
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El aprendizaje Q (Watkins y Dayan, 1992) es una implementacion libre de
modelo muy utilizada en RL. La calidad a largo plazo de una accién realizada
en un determinado estado se calcula de forma iterativa en una serie de pasos y
esta representada por un valor Q (s, a). Formalmente, cada paso de ejecucion ¢
captura informacién del entorno y la asigna a un estado s, € S de su espacio de
estados. A continuacion, selecciona una accién a, € A de su espacio de accio-
nes y la ejecuta. El agente recibe una recompensa r, del entorno, cuando pasa
al siguiente estado s, € S. La recompensa se utiliza para actualizar la optima-
lidad de realizar la accién a, en el estado s,. El objetivo del agente es aprender
una politica (p. ej., la accion mas adecuada para cada estado) que maximice la
recompensa del comportamiento a largo plazo. La tasa de aprendizaje o deter-
mina qué tanto las nuevas experiencias sobrescriben las experiencias aprendi-
das con anterioridad, y el factor de descuento y determina cudnto se descuentan
las recompensas futuras para que los agentes prioricen las acciones inmediatas
y puedan planificar las mejores acciones a largo plazo. En cada paso de tiem-
po t, el valor Q de una accién a, tomada en el estado s, se actualiza mediante la
ecuacion de aprendizaje de Bellman, como se observa en la siguiente ecuacion.

valor Q
l recompensaV rFactor de descuento l

Q(St+1’ at+1) < Q(St’ at) T [rt+1 i m(?X Q(Stﬂ’ a) - Q(St’ at)]

J ; maximo Q valor en

el siguiente estado

taza de aprendizaje

Opciones en aprendizaje por refuerzo
Las opciones (Sutton et al., 1998) o macroacciones en RL son acciones exten-
didas temporalmente, que se utilizan para acelerar el aprendizaje, o minimizar
los periodos de rendimiento suboptimo durante exploracion del entorno, e in-
corporar acciones a diferentes niveles de granularidad. Las opciones son ade-
cuadas para aprender e integrar secuencias de acciones en sistemas adaptativos
basados en cop. Las adaptaciones en cop responden a cambios en el contexto,
de forma similar a como se aprenden las acciones en condiciones observadas
en el entorno.

Dentro del modelo de ejecucion de rRL, una opcion codifica secuencias de
acciones atomicas ejecutadas por el agente en acciones temporalmente exten-
didas. Las opciones se definen por tres componentes: una politica 7, que es la
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correspondencia entre el espacio de estados S y el espacio de acciones A; una
condicién de inicio (p. ej., espacio de estados para comenzar la opciéon) IS,y
una condicién de terminacion, que determina la longitud de la opcién. Existen
numerosas formas de construir opciones a partir de acciones atdmicas (Elfwing
etal., 2004; Girgin y Polat, 2005; McGovern y Sutton, 1998; Randlev, 1998; Stolle
y Precup, 2002). En este trabajo, en particular utilizaremos técnicas estrecha-
mente relacionadas con el cumplimiento de submetas (Stolle y Precup, 2002) y
los comportamientos (Girgin y Polat, 2005).

Aprendizaje de multiples objetivos

El aprendizaje Q utiliza una tnica fuente de recompensa, esto es, permite op-
timizar un unico objetivo del sistema. Para aprender multiples objetivos, es
posible implementar varios procesos de aprendizaje Q; sin embargo, como un
agente solo puede ejecutar una accion a la vez, es necesario afadir un método
de arbitraje que resuelva cual de los procesos de aprendizaje Q, es decir, cual de
los objetivos del agente, toma el control de la ejecucion de la accién. El apren-
dizaje W (Humphrys, 1995, 1996) proporciona ese mecanismo. En cada paso de
tiempo, cada proceso de aprendizaje Q propone una accién ejecutable, la mas
adecuada para el objetivo que representa. Al implementar el aprendizaje W, los
agentes también aprenden, en términos de recompensas recibidas para cada uno
de los estados, la importancia de la seleccion de su accién propuesta en con-
traposicion a las acciones propuestas por otros agentes. Dicha importancia se
expresa como un valor W(s), aprendido por cada agente de aprendizaje Q para
cada estado. El agente con el maximo valor W tiene prioridad en el siguiente
paso temporal al ejecutar la accién propuesta.

Aprendizaje y generacion de adaptaciones

Esta seccion presenta el disefio de Auto-cop (Cardozo y Dusparic, 2018, 2022,
2023), nuestra solucion para la generacion de adaptaciones para sas. Primero,
presentamos la funcionalidad de alto nivel de Auto-cop y, luego, describimos
sus dos componentes principales: (1) el aprendizaje de secuencias de acciones,
mediante opciones de RL, y (2) la generaciéon de adaptaciones basadas en las
opciones aprendidas.
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Generacion de adaptaciones
En el desarrollo de los sas, la informacion de las adaptaciones y los estados en las
que deben suceder puede no estar disponible o no ser conocida de antemano por
los desarrolladores. Esto limita la adaptabilidad del sistema al comportamiento
conocido y especificado. Ademas, es dificil saber si las adaptaciones predefini-
das corresponden realmente al comportamiento mas apropiado para el estado
actual, ya que es posible que el entorno evolucione durante la ejecucién. Para
abordar estos problemas, Auto-cop permite la generacién dinamica de adapta-
ciones basadas en ejecuciones previas del sistema y la interaccion con el entorno.
El proceso para la generacion de adaptaciones en Auto-cop se muestra en
la figura 2.1. Las acciones ejecutadas por el sistema generan una traza de eje-
cucion de acciones. El origen de estas acciones puede ser un comportamiento
predefinido, la intervencion de usuarios (p. ej., acciones atomicas) o acciones
generadas por otros procesos (p. ej., adaptaciones). La traza de las acciones eje-
cutadas se utiliza como entrada para el modelo de aprendizaje de opciones Rr,
que aprende las secuencias de acciones mas adecuadas para las condiciones es-
pecificas del entorno. Estas secuencias se utilizan como entrada para el gene-
rador de adaptaciones, que las empaqueta en adaptaciones reutilizables, lo que
define un contexto a partir del estado del sistema y las variaciones de compor-
tamiento de dicho contexto con base en las opciones aprendidas.

(" SISTEMADEADAPTACION ) AMBIENTE
Sistema/acciones Ejecuta (accion) TRAZA DE EJECUCION
atomicas del usuario g Estado 1-accion 1
s ~ Estado 2-accion 2
MOTOR DE ADAPTACION _ - Estado 1-accion 3
Generador de EJeCUta (adaPtaC'On) Estado 3-accion 2
adaptaciones Estado 1-accion 1
Estado 2-accion 2
Parejas estado-opcion Estado 1-accion 3
Estado 3-accion 2
_ Secuencias
APre”d'Zaje de de acciones Contexto A-adaptacion A
Opciomes RL - > Contexto B-adaptacion B
. / Estado 3-accion usuario 4

- v

Figura 2.1. Modelo del proceso de aprendizaje de adaptaciones

Fuente: elaboracion propia.

59



INTELIGENCIA ARTIFICIAL

Aprendiendo opciones

El aprendizaje de opciones es un proceso que se lleva a cabo a lo largo de la
ejecucion del sistema. Para aprender opciones, observamos el conjunto de es-
tados S del entorno (p. ej., variables monitoreadas), los cuales seran candidatos
para convertirse en contextos, y el conjunto de acciones A (atdmicas u opciones
aprendidas), que pueden ejecutarse para cada estado. El médulo Aprendizaje
de opciones RL aprende un conjunto de opciones O, que contiene un mapa de
todos los estados s; €S, asociados a un conjunto de secuencias de acciones, defi-
nidas como opciones O, disponibles para su ejecucion en ese estado. Todos
los conjuntos de opciones O, estdn inicialmente vacios, ya que las opciones se
aprenden durante la ejecucion. Los conjuntos de opciones O, se procesan en
pequeiios lotes de tamafio batchSize. Usamos el procesamiento por lotes, ya
que el procesamiento después de cada paso de ejecucién puede ser costoso y
tener un efecto insignificante en las opciones generadas. Las lineas 4-15 del al-
goritmo 4 muestran el pseudocddigo con los detalles del proceso.

1S :=4{s1, ..., sn} ; A :=+4al, ..., am} ; O :
= {{s1, @}, ..., {sn, @}} ; lastBatchEnd := 0

2 //EXTRACCION DE OPCIONES

3 while(true){

4 AtomicActionLog:=write(si, ai, r(si, ai))

5 if(timestep t mod batchSize == 0){

6 //Construir opciones de lotes de funciones en la
traza de ejecucion (Log)

7 for(i=lastBatchEnd; i<logSize; i++){

8 loggedState := readlLoglLine(i, statePosition)
//0btener estado en el log

9 for(j=0; j<maxOptionLength&&!goalReached; j++)

10 actionSequencei += readlLoglLine(i+j, action

Position) //Obtener acciones
11 h
12 0i := {loggedState, actionSequencei} ; 0.add(0i)
13}
14 TlastBatchEnd := logSize
15 1}
16 //GENERACION DE ADAPTACIONES
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17 ReinforcementlLearning.initialize(S, 0)
18 currentState := sensekEnvironment()
19 if(contextAdaptationAvailable(currentState)) {
//seleccion de opciones
20 selectedOption := currentState.pickAnOption(E)
//epsilon-greedy

21 currentState. activate ()
22 execute(selectedOption) //ejecutar la adaptacion
23 currentState. deactivate ()

24 ReinforcementlLearning.updateOption(S, O,
r(currentState, selectedOption))
25 } else { //no hay opciones disponibles, ejecute la
accion atomica

26 atomicAction := currentState.pickAction()

27 execute(atomicAction)

28 }

29 newCOPAdaptation := generate(currentState,
highestQOption)

30 0.add(newCOPAdaptation)

31 %

Algoritmo 4. Proceso continuo para la generacion de adaptaciones

Durante las primeras fases de ejecucion, solo se ejecutan acciones atomicas
(predefinidas o ejecutadas por usuarios), ya que el sistema no dispone de adap-
taciones generadas a partir de opciones. La ejecucion de cada accion se registra
en la traza de ejecucion del programa (p.ej., el Log) junto con el estado en las
que la accion se ejecutd (ala derecha en la figura 2.1). Para cada accién también
registramos la recompensa del efecto de la accién en el estado actual. Esta re-
compensa, r(s, a;), puede tener multiples fuentes. Por ejemplo, si las acciones
subyacentes se aprenden mediante un sistema basado en RL, la recompensa co-
rresponde a la que se obtiene del entorno. Silas acciones las ejecuta un ser hu-
mano, es posible asociar a cada una de ellas una recompensa positiva fija, bajo
el supuesto de que tales intervenciones son realizadas por expertos. Por tltimo,
puede darse una recompensa constante (p. ej., 1) cada vez que se encuentre un
par estado-accién, suponiendo que las acciones que se ejecutan con mas fre-
cuencia son las mas adecuadas.
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El resultado de este proceso es O, el mapa de todos los estados identifica-
dos en la traza de ejecucion, los cuales se consiguen por medio de la funcién
readLoglLine, que obtiene la informacién guardada dentro de la traza de eje-
cucion. Cada estado esta asociado a un conjunto de secuencias de opciones con
tamafio entre 1 (p.ej., una acciéon atémica) y la longitud maxima de opcién n;
esta puede especificarse externamente, ser calculada de forma experimental,
teniendo en cuenta la frecuencia y la utilidad de las secuencias registradas, o
fijarse en el nimero maximo de acciones necesarias para alcanzar un estado
especifico en el sistema. El algoritmo 5 ilustra un ejemplo genérico de posibles
secuencias de acciones generadas para los estados stateVariablesSetly
stateVariablesSet2.

1 state: [stateVariablesSetl]

2 reward:1 -> actions: [“action3”]

3 reward:4 —> actions: [“action3”, “actionl?”]

4 reward:10 -> actions: [“action3”,
“actionl”,”adaptationl”]

5 reward:10 -> actions: [“action3”, “actionl?”,

“adaptationl”, “actionud”]

7 state: [stateVariablesSet2]
reward:11 -> actions: [“actionl”]
9 reward:17 -> actions: [“actionl”, “adaptationl?”]

(o6}

Algoritmo 5. Secuencias de acciones extraidas como un conjunto ordenado (O)

Note que cada estado puede contener multiples opciones extraidas, y es po-
sible que las secuencias de acciones incluyan opciones generadas previamente
(acciones adaptation en el fragmento de c6digo). Sin embargo, la mayoria de
las opciones extraidas seran inadecuadas para la adaptacion, ya que podrian no
llevar a un estado correcto. Auto-cop reduce las opciones, para seleccionar una
unica opcién como el comportamiento mas adecuado para cada estado (p. ej.,
contexto), el cual utilizamos para generar una adaptacion.

Generacion automatizada de adaptaciones

El médulo Generador de adaptaciones en Auto-cop toma como entrada
las diferentes opciones generadas para cada estado explorado y utiliza un pro-
ceso para aprender la opcién mas adecuada, con el fin de ejecutarla como una
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adaptacion al comportamiento del sistema. Este proceso de generacion se es-
pecifica en las lineas 17-30 del algoritmo 4. Para cada opcidén ejecutada en un
estado (p.ej., currentState), registramos la recompensa de ejecutar la op-
cion mediante actualizaciones estandar de Q-learning (estado, accién, recom-
pensa), con el objetivo de maximizar el rendimiento del sistema a largo plazo.
Luego del proceso de exploracion, las opciones propuestas como adaptaciones
son aquellas con un valor Q mayor (p.ej., las mayores recompensas esperadas
alargo plazo) para cada estado. El modelo de recompensa de las opciones tiene
en cuenta la recompensa del sistema por alcanzar el estado final de la opcion.
Utilizamos este modelo porque nos interesa que el sistema alcance su objetivo
final; solo se consideran mas apropiadas las opciones que cierran la brecha entre
el estado actual y el estado objetivo. Las opciones con mayor recompensa son
las que se utilizan en el médulo Generador de adaptaciones, para producir
los objetos de contexto y las variaciones del comportamiento

1 ContextCurrentState = new cop.Context({name:
“currentState” })

2 BehavioralVariation = Trait({

3 option:function () {

4 //Secuencia de acciones aprendida

5 actionl();

6

7 actionn();

8 3

9 1);

10 ContextCurrentState.adapt(BaseSystem, Behavioral
Variation);

Algoritmo 6. Template de la generacion de adaptaciones

La definicion de contextos generados se muestra en la linea 1 del algoritmo 6.
Cada contexto recibe como nombre una cadena correspondiente al estado en el
que se debe ejecutar. La generacion de variaciones de comportamiento implica
la redefinicion del comportamiento base del sistema, mediante el uso de la se-
cuencia de acciones de la opcion seleccionada, tal y como se muestra en las li-
neas 2-9 del algoritmo 6. Por ultimo, también generamos la asociacion de las
variaciones de comportamiento con su respectivo contexto; esto se hace en
la linea 10 del algoritmo 6.
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Una vez se generan las adaptaciones, mientras el sistema sigue ejecutan-
dose, siempre que se detecte el estado asociado a una de estas (su contexto),
el sistema activa el contexto correspondiente ContextCurrentState.
activate(). Esto llama a la composicién de la variaciéon de comportamiento
asociada al contexto con el sistema en ejecucion. Una vez ejecutada la variacién
de comportamiento, el contexto se desactiva y el sistema vuelve a su compor-
tamiento base, ejecutando acciones atémicas.

Este proceso se desarrolla de forma continua durante la ejecucion del sis-
tema: las trazas se registran, se procesan por lotes en opciones y se explora su
idoneidad en interaccion con el entorno, para utilizar las opciones mas adecua-
das como adaptaciones. A medida que el sistema se ejecuta, las opciones ge-
neradas también pueden considerarse para la generacién de nuevas opciones,
lo que compone opciones dentro de opciones. Ademds, hay que tener en cuenta
que, silas condiciones del entorno cambian, la idoneidad de las adaptaciones ge-
neradas puede cambiar, y es posible que las nuevas opciones reciban una mejor
recompensa que las opciones utilizadas para generar las adaptaciones actuales
(p. ¢j., las adaptaciones obtienen una recompensa negativa, o se ejecutaran ac-
ciones atdmicas diferentes por los usuarios del sistema). Este proceso permite
la generacion continua de adaptaciones. De este modo, Auto-cop elimina la
necesidad de predefinir las adaptaciones en el momento del disefio y garantiza
que el sistema se adapte continuamente a medida que cambian las condiciones,
sin cambios manuales en el cddigo fuente.

Aprendiendo estrategias de composicion
Una vez generadas las adaptaciones de comportamiento del sistema, nos en-
contramos con el problema de cdmo manejar su combinacién. Cada una de
las adaptaciones es generada como el comportamiento mds apropiado para
un estado especifico del sistema; sin embargo, en los grandes sistemas, multi-
ples estados pueden estar presentes en un mismo momento de la ejecucién, y
el sistema debe responder con la mejor combinacién de adaptaciones posibles.
Dado que predefinir todas las posibles combinaciones de adaptaciones
para un sistema es imposible, junto con Auto-cop presentamos un novedo-
so enfoque de composicion de adaptaciones, ComInA, que aprende de forma
auténoma las interacciones entre adaptaciones, asi como las composiciones
de adaptaciones mas apropiadas para cada combinacion de contextos activos.
Este proceso se basa en w-learningy esta formado por: (1) agentes de contexto,
los cuales tienen la tarea de realizar una adaptacion especifica para cada con-
texto y aprender la idoneidad de otras adaptaciones disponibles en el sistema;
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(2) agentes de interaccion, cuya tarea es aprender como los contextos y las adap-
taciones afectan a un contexto determinado (p. ej., la relacion entre contextos);
y (3) compositor de contextos, que, con base en las aportaciones de los con-
textos, determina la adaptacion o combinacién que se debe ejecutar para cada
combinacion de contextos activos. Ahora, describiremos los algoritmos imple-
mentados por cada uno de los agentes.

Diseno de los agentes de contexto

ComlInA define un conjunto de agentes de contexto A , ..., A , para cada siste-
ma, implementados mediante un proceso de aprendizaje Q para cada contexto
¢, Inicialmente, cada agente tiene un conjunto de estados Sq ; que indican si
su contexto estd activo ¢, — 1 0 si esta inactivo ¢, — 0, y un conjunto de acciones
que contiene una unica adaptacion A = {a_}. a ; es la adaptacién necesaria para
el contexto c,. La definicién de la adaptacion, preespecificada o aprendida, es
irrelevante, solo requerimos que la adaptacion exista para la creacion del agente.
El proceso de aprendizaje de un agente de contexto se describe en el algoritmo 7.
Cada vez que el contexto c, estd activo, el agente A ; propone ejecutar la adapta-
cién a . Sin embargo, en funcién de otros contextos activos y de la decisién del
compositor de contextos, podrian ejecutarse otras adaptaciones. En tal caso, el
agente amplia su espacio de accidn con la adaptacion ejecutada (desconocida
antes) y aprende (mediante Q-learning) su impacto en su sistema. El conjun-
to de acciones del agente de contexto se construye en tiempo de ejecucion. Si
los agentes conocen otras adaptaciones en el sistema, estas pueden afectar las
preferencias a la hora de ejecutar las propias adaptaciones (p. ¢j., si se descubre
una adaptacién mejor).

1 Sq; = {c; -0, ¢; - 1}

2 A, = {ag}

3 QLearning.INITIALIZE(Sq;, A,)

4 while(true){ //Ejecucion continua del sistema

5 CurrentContexts[] := senseEnvConditions() //
evaluar el estado de los contextos en el ambiente

6 if Context C is in CurrentContexts[] {

7 nominateAdaptationToExecute(A;)

8 currentState:=c, - 1

9 } else {
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10 currentState:=c; - 0 // obtiene la recompensa
para el estado actual

11 reward := QLearning.getReward{currentState)

12 }

13 // si la adaptacion no se has visto anteriormente,
expanda el conjunto de acciones
14 execAdapt := getExecutedAdaptation()
15 if execAdapt is not in A;
16 A; = A; U execAdaptation
17 QLearning.update(prevState, execAdapt, reward)
//actualizacion de aprendizaje Q

18 3

Algoritmo 7. Definicion del agente de contexto y proceso de aprendizaje

Diseno de los agentes de interaccion
Los agentes de interaccion AW, ... AW_, definidos por contexto, aprenden cémo
su contexto interactda con otros agentes. Se implementan utilizando w-learning.
Elegimos w-learning como base de nuestro enfoque por su capacidad de codi-
ficar relaciones entre adaptaciones, sin que sus prioridades relativas sean pre-
definidas o codificadas en el momento del disefio (Cardozo et al., 2017). La
prioridad relativa inicial de las adaptaciones se expresa mediante recompensas
a los agentes de contexto; no obstante, durante la ejecucion del sistema, si la
adaptacion se “descuida” durante un tiempo, su valor W asociado acabara siendo
superior a otros valores W, e incluso las adaptaciones menos prioritarias se haran
con el control de la ejecucion, permitiendo un cambio dinamico de prioridades.
Ademas, el aprendizaje W permite implicitamente la deteccién de adaptacio-
nes complementarias. Por ejemplo, varias adaptaciones pueden ser adecuadas
para multiples objetivos, es decir, es posible que una adaptacion sea adecua-
da para otro contexto como “efecto secundario” de su ejecucion, aunque haya
sido designada para adaptarse a otro contexto. En tal caso, el valor W de am-
bos contextos sera bajo, ya que ninguno de ellos tiene que competir para eje-
cutar su adaptacion. Este tipo de interaccion permite detectar relaciones entre
multiples adaptaciones al aprender la mejor adaptacion o combinacion de ellas.
El proceso de aprendizaje de un agente de interaccion se describe en el al-
goritmo 8. Al principio, el espacio de estados de A ; es idéntico al espacio de
estados del agente de contexto, S, =S . El espacio de estado de los agentes
de interaccion se amplia en tiempo de ejecucion, a medida que se observan nuevos
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contextos. Esta expansion permite a los agentes aprender (cuantitativamente) el
impacto de aplicar la adaptacion preferida en el rendimiento del sistema, para
cada combinacion de contextos concreta. Por ejemplo, un agente de interaccién
para el contexto c1 podria ampliar su espacio de estado, en tiempo de ejecucion,
para representar todas las combinaciones activas/inactivas con el contexto c2
(stateswW=[“c1-0,c2-0”,”7c1-0,c2-1”,7cl-1,c2-0”,7cl-1,c2-1"]) y
aprender los valores W para cada una de las combinaciones.

Se observa que, en sistemas muy grandes, los agentes de interaccién no
monitorean todos los contextos activos; solo se monitorean los contextos que
afectan a los componentes parte de su propio contexto.

1 Sw; = Sq;

2 WLearning.initialize(Sw;)

3 while(true){ // ejecucion continua del sistema

4 //todos los contextos activos se convierten a un
estado

5 CurrentContexts[] := senseEnvConditions()

6 for ALl (Context c in cCurrentContexts)

7 currentWState += ¢

8 // si conoce el estado actual, obtiene su

importancia (w-valor)

9 if (currentWState is in Sw;) {

10 w := WLearning.getW(currentWState)

11 // nominar la accion de acuerdo al aprendizaje Q

12 WLearning.nominateAdaptation(w, a;)

13 } else {

14 // Si no conoce el estado actual, expandir el

conjunto de estados
15}
16 Sw; := Sw; U currentWState // actualizacion de

aprendizaje W
17 WLearning.update(prevWState, execAdapt, reward)
18 }

Algoritmo 8. Definicion del agente de interaccion y el proceso de aprendizaje
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Agentes compositores de contexto

ComlInA contiene al menos un agente compositor de contexto'. Este médulo
se encarga de componer adaptaciones seleccionadas procedentes de los otros
agentes. En cada paso de tiempo, un compositor de contexto recibe todos los
candidatos a adaptacion de los agentes de contexto y su impacto asociado de
los agentes de interaccion. Asi, se ejecuta la adaptacion con el valor W mas alto;
sin embargo, como parte de la exploracion, un compositor de contexto también
ejecuta composiciones de adaptaciones, variando sus combinaciones y orden,
para evaluar el impacto de las adaptaciones compuestas en el sistema. Estas
adaptaciones compuestas se consideran igual que las adaptaciones individuales
Y, por tanto, se afiaden al espacio de acciones de los compositores de contexto y
se aprende su idoneidad para un contexto concreto (p.ej., adapts=[“A1”,
“A2” "A1, A2” ”A2,A17]). Asi, con el tiempo, los agentes de contexto in-
dividuales pueden sugerir las adaptaciones compuestas mas adecuadas para
su contexto.

1 currentWState
while(true){// obtener adaptaciones preferidas de
los agentes de contexto

3 var adaptNominations[][], finalAdaptation

4 for A1l (Acl to Acn)

5 adaptNominations.push(Ac;.adaptation, w;)

6 maxAdapt := findMaxWvalue(adaptNominations)

7 if (exploring) // Intenta combinaciones de
adaptaciones

8 finalAdaptation = Ac;.adaptation U Acj.

adaptation

9 else

10 finalAdaptation := maxAdapt

11 finalAdaptation.execute()

12 3

Algoritmo 9. Seleccion y ejecucion de la composicion de contextos

1 Ensistemas pequefios, un inico compositor puede tener una vision de todos los agentes de
contexto e interaccion, mientras que, en grandes sistemas, multiples agentes estan a cargo
de un nimero limitado de componentes que cooperan como un sistema multiagente, con
el fin de garantizar un rendimiento global.
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Las adaptaciones se seleccionan con base en las interacciones aprendidas
mediante aprendizaje W, tanto en el contexto como en los agentes de interac-
cién. Las combinaciones propuestas se ejecutan a continuacion, utilizando la
estrategia de composicion basada en el orden de activacion de los contextos de
cop; no obstante, ComInA no fija la estrategia de composicion, sino que per-
mite definir continuamente estrategias de composicion basadas en los valores
W de los espacios de estado expandidos del agente.

Evaluacion del aprendizaje de adaptaciones
Ahora nos disponemos a mostrar la aplicacion del proceso automatizado para
aprender adaptaciones y su composicion dentro de sas, sin la necesidad de pre-
definir dichos comportamientos o interacciones. Notese que hasta el momento
esta es la primera solucion que permite dicho comportamiento para los sas.
En el desarrollo de la evaluacién, primero nos concentramos en la genera-
cion de las adaptaciones (p. ej., los contextos de ejecucion y las variaciones de
comportamiento). Luego mostramos como el sistema puede aprender la com-
posicion de las adaptaciones. Para la evaluacion, utilizamos un sistema de ges-
tion del transporte urbano.

Aprendiendo adaptaciones

Para evaluar la generacion de adaptaciones usamos como aplicacion un asisten-
te de navegacion para carros auténomos. En particular, evaluamos la utilidad y
correctitud de las variaciones de comportamiento generadas en los diferentes
estados (p. ej., contextos) en las que estas suceden.

Asistente de navegacion

El asistente de navegacion en una autopista de dos carriles utiliza cinco acciones
de intervencion atémicas para controlar los vehiculos: straight, steerRight,
steerlLeft, speedUpy slowDown (las ultimas acciones modifican la velocidad
actual en £10 km/h). El proceso de conduccion consiste en una serie de acciones
que se repiten con frecuencia en respuesta a las condiciones de la autopista. El
comportamiento base del sistema es manejar por el carril derecho de la auto-
pista. Para mantener un comportamiento adecuado en diferentes situaciones,
el sistema debe adaptar su comportamiento ejecutando nuevas secuencias de
acciones en situaciones particulares. Por ejemplo, la figura 2.2 muestra la situa-
cion cuando el vehiculo v1 se encuentra con v2, el cual maneja a una velocidad
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1- steerLeFt/Y \\ 1- steerLeFt// 2 - steerRight
VW& ﬁz 2 - steerRight i v3

Figura 2.2. Escenario para adelantar en el asistente de navegacion

Fuente: elaboracion propia.

inferior a la suya; v1 adelanta a v2 mediante las acciones steerLeft y steer
Right. Cuando se encuentra con el siguiente vehiculo, v3, realiza las mismas
acciones steerlLeft y steerRight.

El comportamiento esperado del sistema es circular por el carril derecho
y usar el carril izquierdo para adelantar, si el vehiculo de delante circula dema-
siado despacio. El vehiculo tiene tres objetivos: circular a la velocidad limite,
evitar chocar con otros vehiculos y no circular por el carril izquierdo. Utiliza-
mos el comportamiento del vehiculo con respecto a estos objetivos para medir
el rendimiento del sistema. Las métricas de evaluacion corresponden al nimero
de veces que el vehiculo choca, el nimero de veces que el vehiculo se equivoca de
carril y el numero de veces que el vehiculo supera el limite de velocidad. Las
tres métricas deben reducirse al minimo.

Para la aplicacion, desarrollamos un entorno de simulacién en JavaScript?.
Este consiste en una autopista de dos carriles de 500 km. El limite de velocidad de
la autopista es de 60 km/h. Otros vehiculos aparecen con una probabilidad del 10 %,
al menos tres pasos de tiempo después del ultimo vehiculo. Los vehiculos de
trafico circulan a una velocidad de 30 km/h (para que puedan ser adelantados),
siempre en el carril de circulacion (el carril derecho del entorno).

Ejecucion y resultados

Desarrollamos un algoritmo que aprende el comportamiento de conduccion co-
rrecto para el vehiculo a partir de las acciones atémicas. Observe que Auto-cop
es agndstico con respecto al origen de tales acciones en la traza de ejecucion
(p.€j., las acciones podrian generarse de las intervenciones humanas o automa-
tizadas mediante RL). Al utilizar RL para generar acciones atomicas, de manera
ocasional, el sistema ejecuta una accion errénea (cuando esta explorando), lo
que nos permite ilustrar como la generacion de opciones corrige esas acciones,
al producir adaptaciones a la ejecucion del sistema en lugar de limitarse a repetir

2 Véase https://github.com/FLAGlab/DrivingAssistant
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la traza de ejecucion. En el proceso (atdmico) de aprendizaje de acciones, el es-
pacio de estados del vehiculo es: la velocidad actual, que toma valores discretos
multiplos de 10 km/h en el intervalo [o, 70]; el carril actual, modelado como
o para conducir por el carril derecho y 1 para el carril izquierdo; y la proximi-
dad al vehiculo de delante, dividida en el intervalo discreto [1, 4], que describe
los pasos de tiempo para alcanzar al vehiculo de delante. Una proximidad de 4
indica que no hay ningun vehiculo delante, mientras que los valores 1, 2 y 3
denotan que hay un vehiculo en proximidad inmediata y que se producira un
choque en 1, 2 0 3 pasos de tiempo en el futuro, si no se toma ninguna medida.
El modelo de recompensa penaliza la colision (—8), la conduccién por el carril
equivocado (—5), conducir por encima del limite de velocidad (-6), conducir
demasiado despacio (—6) y proporciona una recompensa positiva cuando se
conduce por el carril correcto sin un vehiculo delante (8). La tasa de aprendi-
zaje o, se fija a 0,1; el factor de descuento Y a 0,6; y la seleccién de acciones es
€-greedy, con € empezando en 0,2 en la etapa de exploracion y reduciéndose a
0,001 en la etapa de exploracion.

Dejamos que el sistema de entrenamiento se ejecute durante 80oo pasos,
lo que genera una traza de ejecucion de 8000 acciones atomicas. En la traza de
ejecucion, para cada accion registramos el estado actual del sistema (speed,
lane, vehicle_proximity),laaccién (atdmica) ejecutada, el siguiente estado
después de ejecutar la accidn y la recompensa obtenida al ejecutar dicha accién.

Una vez registradas las trazas de ejecucion, ejecutamos la etapa de extrac-
cién de opciones (lineas 4-15 del algoritmo 4), para construir las posibles opcio-
nes (secuencias de acciones). Con base en la traza de ejecucion, en este paso
generamos 26 opciones de ejecucion en 13 estados diferentes. Solo se seleccio-
na una opcion en cada estado para generar la adaptacion adecuada. Note que
hay 72 estados en total en el entorno (de acuerdo con los valores posibles de las
tres dimensiones de estado). Sin embargo, algunos de los estados no tienen nin-
guna opcion asociada, dado que algunos estados no se experimentan durante
la exploracién (p. ej., no aparecen en la traza de ejecucion) y solo nos interesa
generar opciones para los estados en los que se requieren adaptaciones (inica-
mente cuando los objetivos del sistema no se cumplen). Si el vehiculo circula al
limite de velocidad correcto (60 km/h), en el carril correcto (o) y no hay ningtin
vehiculo delante (4), no es necesaria ninguna adaptacion.
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Tabla 2.1. Espacio de estados para las opciones aprendidas y sus adaptaciones generadas

Estado N.° Secuencia de acciones Frecuencia

5001 1 {steerLeft(), speedUp(), steerRight()} 29
{steerLeft(), speedUp(), steerRight(),

5001 2 ) 3
steerLeft(), steerRight(D}

6001 1 {steerLeft(), steerRight()} 656

{steerLeft(), steerLeft(),

00T 2 steerRight ()}

{slowDown(), speedUp(), speedUp(),
6001 3 speedup(), straight(), 1
speedUp(), speedUp(), speedUp()}

{steerLeft(), straight(),
6001 4 steerRight(), steerLeft(), 1
steerRight()}

Fuente: elaboracion propia.

Para ilustrar este proceso, nos centramos en el ejemplo del comportamiento
de adelantamiento (no predefinido como accién atomica), cuando un vehiculo
aparece delante del vehiculo. La tabla 2.1 muestra todas las opciones extrai-
das para dos de esos estados. De forma intuitiva, adelantar a un vehiculo que
circula por delante se realiza mediante una secuencia de acciones atomicas; por
lo tanto, la adaptacion deseada en el estado [50,0,1] es la opcion numero 1 de la
tabla, ya que adelanta al vehiculo de delante a la vez que acelera hasta la velo-
cidad objetivo de 6okm/h, para terminar en el estado objetivo [60,0,4]. Del
mismo modo, en el estado [60,0,1] el comportamiento deseado es la opcion 1,
adelantar a un vehiculo sin ninguna accién adicional. De hecho, la frecuencia
de ejecucion de estas acciones en la traza de ejecucidn muestra que estas son
las opciones ejecutadas con mas frecuencia para estos estados; sin embargo, la
tabla también muestra opciones adicionales generadas para estos. Estas opciones
se ejecutan con menor regularidad durante la exploracién. Aunque no podemos
asociar estas trazas a una situacion exacta durante la ejecucion, especulamos que
la opcién 2 en el estado [50,0,1] y la opcién 4 en el estado [60,0,1] se deben a
que el vehiculo se encontré con un vehiculo de trafico en su carril inmediata-
mente después de adelantar a un primer vehiculo, lo que resulta en tener que
repetir la secuencia {steerLeft(), steerRight()} una vez mas. Parala op-
cion 3 en el estado [60,0,1], especulamos que la primera accion incorrecta en
la secuencia {slowDown()} result6 en el choque del vehiculo, lo que dio lugar
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a una velocidad de o, a partir de la cual el vehiculo ejecuté speedUp() 6 veces
para alcanzar el objetivo [60,0,4]. La generacion de adaptaciones deberia ser
capaz de identificar estas secuencias como inadecuadas y aprender a extraer la
opcion 1 en una adaptacion, para cada uno de los estados.

La lista de opciones extraidas, los estados y sus secuencias de acciones aso-
ciadas son la entrada para el proceso de aprendizaje (adaptation generator), en
el que exploramos las opciones mas a fondo a través de RL, para identificar qué
opcion es la mas adecuada para el sistema (lineas 17-30 del algoritmo 4). Para
generar adaptaciones, utilizamos el mismo espacio de estados, recompensas
y parametros de aprendizaje que para la generacion de las acciones atomicas;
no obstante, en este caso, permitimos el uso de todas las opciones disponibles
para cada estado, junto con las opciones de aprendizaje y las cinco acciones
atémicas. La opcion con la mayor recompensa se selecciona para generar una
adaptacion para el estado dado mediante cop. Evaluamos y presentamos el ren-
dimiento del sistema en la etapa de exploracion, al comparar el rendimiento de
solo el uso de las acciones atomicas y las combinaciones de acciones atomicas
y adaptaciones generadas.

La figura 2.3 muestra la eficacia de las adaptaciones generadas, medida
por el rendimiento respecto a los tres objetivos del sistema, al comparar la im-
plementacion de acciones atdmicas y las adaptaciones generadas. Primero, se
compara la cantidad de acciones ejecutadas entre los dos sistemas, durante los
8000 pasos de ejecucion; cuantas mas acciones atomicas ejecutadas, mas adap-
taciones utiliza el agente, lo que revela su idoneidad. La figura 2.3a muestra la
cantidad de acciones ejecutadas por el vehiculo al utilizar las adaptaciones ge-
neradas frente a las acciones atomicas. Se ejecutan un total de 1992 adaptacio-
nes para los 8000 pasos de ejecucion (p. ej., puntos de decision), lo que resulta
en un total de 15516 acciones atomicas ejecutadas frente a las 80oo acciones
atdmicas en la implementacion sin adaptaciones (ya que solo es posible ejecu-
tar una accion atomica por paso de ejecucion). Por lo tanto, confirmamos que
el uso de opciones genera secuencias de acciones adecuadas y que el sistema
aprende a utilizarlas como adaptaciones para mejorar su comportamiento, casi
con el doble de eficacia de la ejecucion del sistema o con la mitad de interven-
ciones necesarias.

En segundo lugar, comparamos la correccion de usar Auto-cop frente a
acciones atomicas. La figura 2.3b muestra el comportamiento resultante de las
adaptaciones generadas, en funcién del nimero de violaciones a los objetivos
incurridas por el vehiculo; cuantas menos violaciones, mas correcto es el com-
portamiento. Asi, observamos que hay muchas menos infracciones de carril (4)
cuando se utilizan adaptaciones que cuando se emplean acciones atomicas (34).
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Asimismo, el vehiculo presenta un evento de colisién adicional (3 colisiones) en
comparacion con la ejecucion de acciones atémicas (2 colisiones). Esto puede
explicarse desde dos perspectivas. En primer lugar, al utilizar adaptaciones,
ejecutamos efectivamente casi el doble de pasos que en el caso de las acciones
atomicas, por lo que hay mas del doble de vehiculos en circulacion (1497 en lugar
de 692). Mientras que la cantidad total de choques aumenta, su porcentaje dis-
minuye en 0,25 %. Esto constituye una mejora con respecto al comportamiento
del sistema base. En segundo lugar, tras una inspeccion mas detallada de la
traza de ejecucion, observamos que dos de los choques se producen durante
la ejecucion de acciones atdmicas y no como consecuencia de la ejecucion de las
adaptaciones (como se sefiald, el comportamiento final del sistema que imple-
menta adaptaciones es una combinacion de acciones atdmicas y adaptaciones,
ya que no todos los estados tienen adaptaciones asociadas). Por tanto, la can-
tidad de choques se reduce en un 50 % al utilizar las adaptaciones generadas.
Por ultimo, observamos que el nimero de infracciones de los limites de velo-
cidad aumentd con respecto al caso en el que se utilizaron acciones atémicas,
que super? el limite de velocidad 8 veces, frente a una infraccion del limite de
velocidad de las adaptaciones. Podemos concluir que el uso de adaptaciones
generadas es beneficioso para el rendimiento del sistema, ya que las infraccio-
nes en las tres métricas disminuyen de forma significativa.

N.° de pasos

16 000 15516 35 34
12000 26
8
8000 8
8000 o 18
©
z
4000 9 8
4
3
s |
0 0
Acciones ejecutadas Colisiones Carril incorrecto  Exceso de velocidad
B Adaptaciones generadas Acciones atomicas W Adaptaciones generadas Acciones atomicas
(a) NUmero de acciones ejecutadas b) Comportamiento correcto

Figura 2.3. Correctitud y utilidad del comportamiento generado por las adaptaciones

Fuente: elaboracion propia.
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Como un ejemplo, las adaptaciones generadas para el estado [50,0,1] (con-
texto BAContext5001) se muestran en el algoritmo 10, las cuales coinciden
correctamente con el comportamiento de adelantamiento deseado.

1 Context5001 = new cop.Contexto({ name:
“Context50017})
BAContext5001 = Trait ({
option: function (){
this.steerLeft();
this.speedUp();
this.steerRight();

)
Context5001.adapt (agent, BAContext5001)

O 00 J O o F wnN

Algoritmo 10. Adaptacion generada para el estado [50,0,1]

Para integrar las adaptaciones generadas utilizamos cop, que adecua efi-
cazmente el comportamiento de la aplicacion: asi, pasa de usar acciones atomi-
cas a variaciones de comportamiento. El algoritmo 11 muestra la definicion del
vehiculo base (lineas 1-7), junto con el comportamiento global del asistente
de conduccién. Para cada paso, de acuerdo con el estado actual, elegimos una
accion (lineas 10-13). Si el estado actual no tiene una adaptacion asociada, eje-
cutamos una accion primitiva. Si el estado tiene una adaptacion asociada, en-
tonces se ejecuta la variacion de comportamiento correspondiente en la funcién
option(). Para ejecutar la adaptacion, seguimos el proceso de adaptaciones
dinamicas utilizadas en cop. En primer lugar, activamos el contexto que repre-
senta el estado actual (linea 15). Esto compone la variacién de comportamiento
asociada al contexto con el sistema. En nuestro ejemplo, para el estado [50,0,1],
la variacién de comportamiento en el algoritmo 10 se compone con el sistema.
El efecto de esta composicion es que ahora se tiene una funcién option() de-
finida. Luego, utilizamos la variacién de comportamiento para llamar a la op-
cion generada (linea 16). Por altimo, el sistema pasa a un nuevo estado, como
consecuencia de la ejecucion de la opcion, y el contexto se desactiva (linea 17).
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1 class Agent {

2 speedUp() { ... }

3 slowDown() { ... }

il steerRight() { ... }
5 steerLeft() { ... }
6 straight() { ... }

7 3

9 while (true) {
10 if(gtable[ this .currentState])

11 action = gtable[ this .currentState]
12 else

13 action = this.randomAtomicAction()

14 if (action >= Agent.actions.length) {

15 eval(’Context${state}’.activate ())
16 agent.option()

17 eval(’Context${state}’ .deactivate ())
18 } else

19 eval(’agent.${actions[action]}’())

20 }

Algoritmo 11. Integracion de las adaptaciones generadas mediante COP

Composicion de adaptaciones en un sistema de transporte

La segunda aplicacion de la validacion TranCity es una aplicacion para el con-
trol del servicio de transporte de una ciudad. El comportamiento base de Tran-
City permite supervisar los servicios de autobus de una ciudad, observando la
ocupacion del sistema (autobuses y estaciones), la frecuencia de autobuses, el
numero de autobuses que operan en una rutay el estado de las carreteras (p. ej.,
si estan bloqueadas). La figura 2.4 muestra una vista de TranCity y resalta la
ruta utilizada en la evaluacion (Rg4).

Como las condiciones de movilidad en la ciudad estan en continuo cambio,
el sistema necesita tomar medidas que modifiquen el comportamiento béasico
de TranCity en funcién del contexto de ejecucion. Por ejemplo, si una estacion
supera su capacidad, se activa un contexto y se ejecutan las adaptaciones aso-
ciadas. La tabla 2.2 presenta los contextos y su variacién de comportamiento
asociada utilizados en la evaluacion.

76



USO DEL APRENDIZAJE POR REFUERZO

Durante la ejecucion del sistema, varios contextos pueden activarse de
forma simultanea. El sistema debe decidir qué adaptacion o combinacion
de adaptaciones es la mejor para maximizar el rendimiento.

R1

R3

R5

R6

v @ simulation

Play

v g Buses

Add bus

v if‘ Stations

Move

S1

S2

S4

S5

S7

S8

S10

S11

S13

S14

S16

S17

\

Figura 2.4. Rutas de bus en el sistema de TranCity

Fuente: elaboracion propia.

Tabla 2.2. Contextos y sus variaciones de comportamiento asociadas

Contexto Variacion de comportamiento
FullBus Saltar la proxima estacion, enviar un bus a la estacion llena.
) Cerrar la estacion, enviar un bus, redirigir los pasajeros a otras
FullStation .
estaciones.
DepotEmpty Retornar un bus al parqueadero.

Fuente: elaboracion propia.

77



INTELIGENCIA ARTIFICIAL

Escenarios y parametros
Evaluamos el comportamiento y el rendimiento de la combinacién de adapta-

ciones en los siguientes escenarios especificos. Cada escenario se ejecutd du-
rante 5000 episodios de aprendizaje, de los cuales dos tercios de los episodios
se dedicaron a, por ejemplo, aprender los valores Q y W, y un tercio a explorar
el comportamiento aprendido.

Escenario 1: adaptaciones independientes/complementarias, en el que
los contextos FullBus y FullStation pueden estar activos de for-
ma simultanea.

Escenario 2: adaptaciones conflictivas, en el que los contextos Depot
Empty y FullStation pueden estar activos de forma simultanea.

En cada uno de los escenarios, comparamos el rendimiento de tres varia-
ciones, dos alternativas de composicion por medio de ComInA y la adaptacion
predefinida:

ComlInA individual. El sistema decide dinamicamente qué adaptacion
ejecutar para uno de los contextos activos.

ComlInA componible. El sistema puede ejecutar alguna de las adap-
taciones individuales o una composicion de las adaptaciones asocia-
das a ambos contextos.

Adaptacion predefinida. El comportamiento base proporcionado por
enfoques existentes. La adaptacion que se ejecuta en caso de mualti-
ples contextos activos esta predefinida. Nosotros tenemos dos lineas
de base, una para cada uno de los dos contextos activos, siendo siem-
pre un “ganador” predefinido.

El rendimiento del sistema se mide a través de dos métricas:

El nimero de alertas de contexto, donde menos alertas significa un me-
jor rendimiento. Las alertas de contexto se producen como resultado
de un funcionamiento anormal del sistema. Estas pueden provenir de
un aumento/disminucién de pasajeros en los autobuses/estaciones;
sin embargo, las alertas no resueltas seguirdn produciéndose en cada
paso de tiempo hasta que se resuelvan. Las estrategias de adaptacion
efectivas tendran un menor nimero de alertas.

Retraso de los pasajeros, calculado en cada paso temporal como la di-
ferencia entre el retraso acumulado total de todos los pasajeros en el
paso temporal t y el retraso que experimentaron en el paso temporal
anterior f — 1. Idealmente, si el sistema funciona sin problemas, el re-
traso adicional introducido en cada paso temporal es o.
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La combinacién de las implementaciones de ComInA, comparado con las
lineas base, permite evaluar si aprender la composicion de adaptaciones efecti-
vamente mejora el rendimiento del sistema, contra usar reglas de composiciéon
predefinidas. En particular, observamos si ComInA puede detectar relaciones
entre adaptaciones activas de forma simultdnea y aprender a componerlas o a
ejecutar solo una de ellas.

Ejecucion y resultados
Para el escenario 1, la figura 2.5 muestra el retraso de los pasajeros y la tabla 2.3
presenta el nimero de alertas lanzadas.

800
600
400

200

Pasos de ejecucion

Demora para todos los pasajeros (en minutos)

—— Adaptaciones individuales —— Adaptaciones componibles

Figura 2.5. Demora por cada paso de tiempo para el escenario 1

Fuente: elaboracion propia.

Tabla 2.3. NGmero de alertas de contexto en el escenario 1

ComlnA ComlnA Predefinidas

individual componible BusStation
FullBus 2170 1766 1236 3315
FullStation 303 234 175 477
Ambos 173 109 48 320

Fuente: elaboracion propia.
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Intuitivamente, las adaptaciones para los dos contextos FullStationy
FullBus son compatibles o complementarias, ya que ambas envian un bus adi-
cional desde el parqueadero hasta una estacion especifica. Ademas, la adaptacion
FullStation cierra la estacion para los nuevos pasajeros, hasta que se libere
la capacidad. Observamos un mejor rendimiento general cuando se permite la
composicion de las dos adaptaciones (en términos de menor retraso maximo
y nimero de alertas) al caso donde el sistema tiene que elegir una sola adapta-
cion para ejecutar (el descenso del retraso alrededor del paso 3700 correspon-
de a que el sistema pasa a explorar las composiciones aprendidas). De igual
manera, se observa que en 5000 pasos el numero de veces que los contextos
FullStation y FullBus se activan simultdneamente varia entre 48 y 320, lo
que indica la frecuencia de estas situaciones y la necesidad de enfoques dinami-
cos para resolverlas. También observamos que en la implementacion base, en
la que solo se ejecuta la adaptacion FullBus, se produce el menor retraso pro-
medio de los pasajeros (que oscila en los 15 minutos, frente a 300 minutos en
el caso compuesto) y el menor nimero de alertas. Si bien los resultados mues-
tran un mejor rendimiento global, dar siempre prioridad a la adaptaciéon Bus
podria desequilibrar el sistema. Para detallar mejor el impacto a nivel de pa-
sajero, bus o estacion, se debe incluir una métrica de equidad, lo que evita que
solo se cumpla una adaptacion.

Para el escenario 2, la tabla 2.4 muestra el numero de alertas emitidas. In-
tuitivamente, la relacion entre las adaptaciones asociadas a los contextos Full
Station y DepotEmpty son conflictivas, ya que una requiere del envio de un
bus a una estacion y la otra, retirar el bus del sistema para que sirva de reserva
de emergencia en el parqueadero. Por lo tanto, para este escenario no propor-
cionamos una solucion base al ejecutar una adaptacion, dado que retirar buses
continuamente del sistema eliminaria el servicio completo. En términos de re-
traso (durante la exploracién), ambas implementaciones consiguen una métri-
ca estable; no obstante, en términos de alertas lanzadas, permitir adaptaciones
compuestas es mas de un 20 % peor en todos los tipos de alertas. Esto indica
que las métricas del sistema identifican correctamente que las adaptaciones son
conflictivas y no deben componerse, a diferencia del escenario 1, en el que las
adaptaciones compuestas mejoraron el rendimiento.
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Tabla 2.4. Nimero de alertas de contexto para el escenario 2

ComlnA individual ComlnA componible
FullStation 2380 2761
DepotEmpty 713 1055
Compuestas 623 981

Fuente: elaboracion propia.

Conclusion

Este estudio presenta el beneficio de usar sistemas de aprendizaje aplicados al
caso de la ingenieria de software, en general, y a los sAs, en particular. Mas aun,
por medio de técnicas de RL, proponemos una solucién a un problema hasta
ahora abierto en los sas: adaptarse a situaciones completamente desconocidas
(unknown-unknowns).

Para lograr la adaptacion del sistema a situaciones desconocidas formu-
lamos una solucién que genera adaptaciones y su mejor composicion, a partir
del conocimiento adquirido por medio de interacciones con el ambiente. El RL
se utiliza para detectar los estados en los cuales se requiere una adaptacion y
las secuencias de acciones asociadas a dichos estados. Las secuencias de accio-
nes se seleccionan utilizando el concepto de opciones o macroacciones, lo que
promueve la mejor secuencia de acciones para un estado dado. Las secuen-
cias de acciones y los estados en los que deben tener efecto se generan como
adaptaciones de cop, definidas respectivamente como variaciones de compor-
tamiento y contextos. De esta forma, se crean médulos que dan la flexibilidad
para componer y descomponer dinamicamente, con el fin de adaptar el com-
portamiento del sistema sin que este sea prescrito. Una vez generadas las adap-
taciones individuales, proponemos un proceso para aprender la mejor forma
de componerlas. Este proceso utiliza una aproximaciéon multiobjetivo basada
en el aprendizaje W, donde, por medio de la interaccion, el sistema aprende
cudl es la mejor combinacién de adaptaciones para un estado donde multiples
adaptaciones son aplicables.

Nuestros resultados demuestran, a través de dos aplicaciones diferentes,
que la solucion propuesta es efectiva en la generacion y composicion de adap-
taciones que son tiles para alcanzar el objetivo del sistema. Por ultimo, la va-
lidacién demuestra que las técnicas de aprendizaje, como el RL, pueden ser
aplicadas en el dominio de la ingenieria de software para facilitar y mejorar el
desarrollo de los sas.
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