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INTRODUCCION

Juan David Gutiérrez y Rubén Manrique

STE LIBRO REUNE ESFUERZOSY DOMINIOS TEMATICOS DE
investigadores y profesores de la Universidad de los Andes que trabajan
en el estudio y desarrollo de la inteligencia artificial (1a). De esta manera,
busca aportar desde tres frentes: el avance y la critica de la teoria sobre
la 1; la creacién y el andlisis de herramientas y aplicaciones basadas en 14, y la
reflexion sobre las implicaciones actuales y potenciales de estas tecnologias.

Esta obra colectiva estd dividida en tres secciones y comprende diez capi-
tulos, los cuales abordan el estudio de la 1a a partir de disciplinas y dreas tan
diversas como la ingenieria, la historia, la ciencia de datos, la filosofia, la arqui-
tectura, el disefo, el desarrollo y gestion ambiental, la psicologia, la adminis-
tracion, la politica y la salud publicas.

La realizacion de este libro es una iniciativa de la Escuela de Gobierno Alberto
Lleras Camargo, que financid su publicacién y apoyd su gestion editorial, y de
Ediciones Uniandes, que propuso la realizacion del libro y gestiono su edicion.
El proyecto apunta a fomentar la mision de la Escuela de Gobierno de articu-
lar esfuerzos de investigacion interdisciplinarios para que la Universidad de los
Andes contribuya al aprovechamiento de oportunidades colectivas y a la solu-
cion de problemas complejos de Colombia.

Para presentar este volumen comenzamos por exponer brevemente el ob-
jeto de estudio, la 1a; luego, explicamos el papel de la Universidad de los Andes
en los procesos de transformacion digital del pais, con énfasis en sus aportes a
la teoria y la practica de la 1a; para terminar, en la tltima seccién presentamos
cada uno de los diez capitulos que componen este libro.
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Qué es la inteligencia artificial

En 1950, el escritor Isaac Asimov publicé un libro de ciencia ficcion que describia
el desarrollo de “mdquinas pensantes” por parte de una empresa denominada
U. S. Robots & Mechanical Men Inc. Su obra, Yo, robot, es conocida por el plan-
teamiento de las tres leyes de la robética y por anticipar algunos retos técnicos,
sociales, politicos y econdmicos asociados a la creacion y adopcion de lo que
hoy conocemos como sistemas de 1A.

Ese mismo afo, Alan M. Turing publicé el ensayo titulado “Maquinaria
computacional e inteligencia’, en el cual propuso reemplazar el abordaje de la
pregunta “;pueden pensar las maquinas?” con un experimento mental que de-
nomino juego de la imitacién (luego conocido como test de Turing). En sintesis,
el juego plantea una situacion en la que un interrogador humano tiene la tarea
de interactuar con dos interrogados, un humano y una maquina, y debe dis-
tinguir cual es cual —exclusivamente a partir de las respuestas de los interro-
gados (Turing, 1950)—.

De esta forma, Turing reemplazé la pregunta sobre si las maquinas pue-
den pensar por otro interrogante: “;hay computadores digitales imaginables que
tendrian un buen desempefio en el juego de la imitacion?”. Al final del ensayo,
Turing reflexiona sobre cémo podria lograrse que una maquina imitara la men-
te de un humano: su respuesta inicial es partir por la simulaciéon de procesos
educativos, es decir, indagd sobre como desarrollar procesos de aprendizaje de
maquinas, lo cual, como veremos mas adelante, es una de las técnicas contem-
poraneas mas exitosas en el desarrollo de la 1a.

El término inteligencia artificial fue acuiiado en 1955 por John McCarthy y
Marvin L. Minsky, quienes plantearon que “el problema de la inteligencia artifi-
cial consiste en hacer que una maquina se comporte de un modo que se consi-
deraria inteligente si lo hiciera un ser humano”; su propuesta de investigacion
partia de la conjetura de que “cada aspecto del aprendizaje o cualquier otra ca-
racteristica de la inteligencia puede, en principio, describirse con tanta precision
que se puede hacer que una maquina lo simule” (McCarthy et al., 1955, p. 2).

Siete décadas después de que la 1a fuera fundada como disciplina de inves-
tigacion, no hay consenso acerca de la definicién de su objeto de estudio. Sin
embargo, para efectos de este texto introductorio, podemos entender las herra-
mientas de 1A como sistemas computacionales que operan a partir de datos y
que, con diferentes grados de autonomia, pueden resolver problemas o alcanzar
objetivos establecidos por seres humanos (Gutiérrez, 2024).

Los sistemas de 1A se construyen a partir de diferentes técnicas y métodos,
como la 1A simbdlica, el aprendizaje automatico (p. ej., supervisado, no super-
visado, por refuerzo, profundo), el procesamiento de lenguaje natural, entre
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otros. Estas metodologias varian en sus principios y enfoques, pero persiguen
un objetivo comun: emular capacidades cognitivas humanas para resolver pro-
blemas complejos y realizar tareas de manera auténoma.

En los primeros dias de la informatica, los programadores creaban algorit-
mos para resolver problemas especificos, que luego codificaban en programas
ejecutados por computadoras. Estos programas, aunque no poseian inteligencia
propia (eran un reflejo de la inteligencia del programador), permitian resolver
tareas de manera eficiente. A pesar de afnos de investigacion entre las décadas
de los sesenta y los noventa, los algoritmos desarrollados no fueron lo suficien-
temente buenos para muchas aplicaciones, como el entendimiento del mundo
visual o del lenguaje humano.

La solucion de los desarrolladores fue recopilar datos para estas tareas y
emplear programas de aprendizaje automatico —el area mas importante de la 1a
en la actualidad— para crear algoritmos estocasticos a partir de estos. En un pro-
grama que “aprende’, se especifica como utilizar los datos para actualizar los
parametros de un modelo matematico y mejorar su rendimiento en una labor
particular (Alpaydin, 2020). El aumento en la disponibilidad de datos de alta
calidad, junto con el rapido crecimiento del poder computacional, ha permitido
en la actualidad desarrollar modelos capaces de manejar diversas tareas com-
plejas, logrando un desempeno que con frecuencia supera al del ser humano.

Gracias a la 1a, potenciada en las ultimas dos décadas por el aprendizaje
automatico, se pueden construir soluciones a problemas tan variados como iden-
tificar y categorizar datos (p. ej., reconocimiento facial); detectar patrones, ano-
malias, valores atipicos (p. ¢j., deteccion de riesgo de fraude financiero); predecir
futuros comportamientos a partir de hechos pasados y presentes (p. ¢j., prediccion
de la conducta de la poblacion en medios de transporte masivos); desarrollar un
perfil de un individuo y adaptarse a través del tiempo (p.ej., recomendacion
asistida en motores de busqueda de internet); generar contenido a partir de in-
teraccion con seres humanos (p. ej., chatbots); encontrar soluciones 6ptimas a
un problema (p. ¢j., optimizacion de operaciones logisticas); e inferir resultados
a partir de modelamiento y simulacion (p. ej. reclutamiento de talento humano)
(Organizacién para la Cooperacién y el Desarrollo Econdmico [0ECD], 2022).

En este contexto, también se destaca la emergente y disruptiva area de la 1a
generativa. Se trata de sistemas capaces de crear contenido original a partir de
datos existentes. Estos sistemas no solo identifican patrones en grandes volu-
menes de informacidn, sino que utilizan estos patrones para generar nuevos
datos que imitan y combinan los existentes, innovando de forma constante so-
bre los datos originales.
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Un ejemplo emblematico de la 1 generativa son los modelos de lenguaje
de gran tamano (LLM, por sus siglas en inglés) que pueden generar ensayos, pro-
gramar o mantener conversaciones con un humano. Esta capacidad de producir
contenido sintético util abre nuevas posibilidades en campos como el entrete-
nimiento, la educacion, el disefio, entre otros, llevandonos un paso mas alla en
el desarrollo del potencial de la 1A en nuestra vida cotidiana.

En la altima década y a nivel global, ha aumentado el porcentaje de orga-
nizaciones privadas y publicas que han adoptado diferentes sistemas de 1A para
apoyar o realizar sus procesos productivos o sus flujos de trabajo. De manera si-
milar, cada vez mds individuos utilizan tecnologias basadas en 14 en su dia a dia
con fines laborales y personales. Estas tendencias se han acentuado desde fina-
les del 2022, debido al crecimiento de la oferta de herramientas de 1A generativa
como ChatGPT, Copilot, Gemini, Claude, Meta a1, Grok, DeepSeek, entre otros,
que tienen acceso a través de aplicaciones mdviles o plataformas web sin que
medie contraprestacion monetaria.

Recientemente, ha cobrado relevancia el concepto de inteligencia artificial
agente (agentic AI), que hace referencia a sistemas capaces no solo de generar
contenido o responder instrucciones, sino también de planear, razonar, tomar
decisiones y ejecutar acciones de manera autonoma, para alcanzar objetivos de-
finidos. Estos agentes inteligentes pueden descomponer una tarea compleja en
subtareas, buscar informacion relevante, adaptar sus estrategias en tiempo real
y coordinarse con otros agentes o usuarios. Su funcionamiento se apoya en LLM,
que proporcionan las capacidades cognitivas necesarias para el procesamien-
to del lenguaje natural, el razonamiento contextual y la toma de decisiones en
entornos dinamicos. Esta evolucion expande las fronteras de la 1A, més alld de
la generacidn pasiva de contenidos, hacia sistemas proactivos que interactuan
con el entorno de forma auténoma y efectiva.

En paralelo, la 1A continda expandiéndose hacia el mundo fisico, lo que
dio origen a lo que en la actualidad se conoce como physical 1. Esta area in-
tegra modelos inteligentes con sensores, actuadores y plataformas fisicas, per-
mitiendo que los sistemas operen directamente en entornos reales. La 14 fisica
habilita a sistemas auténomos —como robots humanoides, vehiculos sin con-
ductor, drones o espacios inteligentes—, para percibir su entorno, interpretar
situaciones complejas y ejecutar acciones fisicas con un alto grado de precision
y adaptabilidad. A diferencia de los modelos digitales que operan de forma ex-
clusiva en entornos virtuales, esta vertiente exige una integracion coordina-
da entre percepcion sensorial, razonamiento computacional y control motor.
Aunque plantea retos técnicos considerables, como la sincronizacion en tiem-
po real o la robustez frente a entornos cambiantes, también abre un campo de
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aplicaciones transformadoras en sectores como la robética de servicio, la auto-
matizacion industrial y la movilidad inteligente.

El auge de la 1a supone nuevas oportunidades y retos. Oportunidades para
impulsar el desarrollo humano y retos asociados a usos que exacerban proble-
mas publicos, o que producen nuevos problemas. Como ocurre con toda tec-
nologia, las aplicaciones de diversas herramientas basadas en 1a generan tanto
efectos negativos como positivos, y dichos impactos tienden a estar heterogé-
neamente distribuidos en la sociedad (Postman, 2011)".

La maximizacion de los beneficios, la prevencion de vulneracion a los dere-
chos fundamentales y la debida gestion de los riesgos vinculados con los usos de
los sistemas de 14 es el resultado de las decisiones que toman multiples actores a
largo del ciclo de vida de estas tecnologias: desarrolladores, comercializadores,
responsables del despliegue, usuarios y quienes participan en la gobernanza de
las herramientas basadas en 14, entre otros (Organizacion de las Naciones Uni-
das para la Educacion, la Ciencia y la Cultura [Unesco], 2024).

Por ultimo, vale la pena resaltar que el campo de estudio de estas tecnolo-
gias es muy dinamico, no solo por los constantes avances técnicos y las nuevas
aplicaciones de los sistemas de 14, sino también por las variadas implicaciones
sociales y las consecuencias politicas y econémicas asociadas a su implementa-
cion en los sectores publicos y privados. En el futuro cercano, lo que entende-
mos por 1A evolucionara a medida que estos sistemas ejecuten nuevas funciones
con un mayor grado de autonomia y que estos cambios tecnoldgicos generen
nuevos retos publicos.

Contribuciones de la Universidad de los Andes

a la teoria y practica de la inteligencia artificial

Los aportes de la Universidad de los Andes a la transformacion digital en Co-
lombia datan de comienzos de la década de los sesenta. En 1963, la Facultad
de Ingenieria instal6 el primer computador en una universidad colombiana, el
IBM 650, y lo inaugurd con un curso sobre “aplicacion de computadores al di-
seno de carreteras” (Aristizabal, 2004, p. 105).

1 Esta idea la expres¢ el filésofo Neil Postman en la introduccién de Technopoly (2011), a
proposito de su reflexion sobre el intercambio descrito en los Didlogos de Platon entre el
rey Thamus y el dios Theuth, en los siguientes términos: “Es un error suponer que toda in-
novacion tecnolégica tiene un efecto unidireccional. Toda tecnologia es a la vez una carga
y una bendicién; no es una cosa o la otra, sino ambas a la vez” [“it is a mistake to suppose
that any technological innovation has one-sided effect. Every technology is both a burden
and a blessing; not either-or, but this-and-that”] (pp. 11-12).
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Posteriormente, en 1980, Manuel Davila, un ingeniero de sistemas de la
Universidad de los Andes, cofund¢ la primera empresa de importacion de mi-
crocomputadores del pais y fue pionero en el desarrollo de software para em-
presas (Montes, 2004).

En la segunda mitad de los afios ochenta la Universidad realizo los pri-
meros proyectos para conectarse a redes internacionales de computadores, las
precursoras de lo que hoy conocemos como la World Wide Web. Luego, en la
década de los noventa, la Universidad contribuyé a la difusion del acceso a in-
ternet en Colombia (Borja Gémez, 2022).

La Universidad de los Andes también ha sido precursora en el campo de
la 1a. En noviembre del 2020 fue inaugurado el Centro de Investigacion y For-
macion en Inteligencia Artificial (CinfonIA), el primer centro de investigacion
académico en esta materia fundado en América Latina. Dentro de los muchos
proyectos liderados por CinfonIA se destaca Guacamaya, una colaboracioén in-
ternacional con Microsoft, el Instituto Alexander von Humboldt y el Instituto
Amazoénico de Investigaciones Cientificas SINCHI, que aplica 1A para el moni-
toreo y la conservacion de la Amazonia. En este proyecto se han desarrollado
algoritmos avanzados capaces de procesar grandes volumenes de datos bioa-
custicos, imagenes de camaras trampa y fotografias satelitales, facilitando un
analisis acelerado y preciso de la biodiversidad y la deforestacion en la region
amazonica (Universidad de los Andes, 2023).

Ademas, CinfonIA ha establecido una alianza significativa con Google
DeepMind, una de las empresas lideres en 14, para fortalecer y diversificar la
comunidad que esta alrededor de estas investigaciones. A través del progra-
ma de becas de Google DeepMind, se han financiado estudios de maestria de
estudiantes en la Universidad. Esta iniciativa no solo promueve la excelencia
académica, sino que también proporciona recursos y mentoria especializada,
apoyando a los becarios en su desarrollo personal y profesional en este campo.

Desde CinfonlIA y otras iniciativas lideradas por profesores e investigadores
de diferentes facultades, la Universidad de los Andes ha contribuido al estudio
y desarrollo de la 1a a través de procesos de investigacién e innovacion, ense-
fanza, desarrollo institucional y contribucién a la agenda publica.

En el 2023, la Universidad obtuvo el registro calificado para la Maestria en
Inteligencia Artificial, actualmente ofrecida en modalidad virtual en alianza con
Coursera. Esta maestria, la primera en espafiol impartida de forma virtual en la
plataforma, ha sido un éxito desde su lanzamiento. Para el primer semestre del
2025, cuenta con cerca de 340 estudiantes inscritos, consolidindose como uno
de los programas de posgrado mas exitosos de la Universidad.
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Ademas, en el primer semestre del 2024, la Escuela de Gobierno de la Uni-
versidad de los Andes entrend a través de un curso en linea de Educacién Con-
tinua a 1400 magistrados, jueces y servidores judiciales en fundamentos de 1a
para la administracion de justicia. Este curso en linea de 50 horas (35 sincrénicas,
15 asincroénicas) fue pionero a nivel global tanto por las tematicas desarrolladas
como por el nimero de estudiantes que lo tomaron.

En relacion con los aportes de la Universidad a la agenda publica, por ejem-
plo, desde finales del 2023 la Escuela de Gobierno ha organizado junto con la
Universidad Externado de Colombia ocho sesiones de la mesa de trabajo mul-
tiactor sobre regulacion de 1a en Colombia. En dichas sesiones se han abor-
dado tematicas variadas como las implicaciones de la 1a para los derechos de
propiedad intelectual, la administracion de justicia, la proteccion de los datos
personales, la democracia y los derechos humanos.

Ademas, las investigaciones y aportes de los profesores de la Escuela de
Gobierno han sido citados en documentos Conpes de politica publica sobre
1A, hojas de ruta para el desarrollo y la aplicacion de la 1a publicadas por mi-
nisterios, y sentencias de la Corte Constitucional, como la T-323 del 2024, que
resolvio sobre el uso de 14 en la administracion de justicia, y la T-067 del 2025,
sobre transparencia algoritmica en el sector publico.

Mas recientemente, en marzo del 2025, la Escuela de Gobierno lanzé el
proyecto Sistemas de Algoritmos Publicos, que busca contribuir al conocimien-
to sobre los sistemas algoritmicos utilizados en el sector publico, asi como a la
gobernanza de estas herramientas. En la plataforma en linea del proyecto estan
disponibles repositorios que documentan casi ochocientas herramientas de 1A
piloteadas o adoptadas por entidades publicas de América Latina y el Caribe, y
casi seiscientos regulaciones y proyectos de regulacion relacionados con estas
tecnologias en la region (Sistemas de Algoritmos Publicos, 2025).

Por otra parte, en octubre del 2024, la Universidad publicé los Lineamien-
tos para el uso de inteligencia artificial generativa (1aG) en la Universidad de los
Andes, un documento pionero en América Latina que orienta a estudiantes,
profesores, investigadores y empleados administrativos sobre el uso respon-
sable de este tipo de herramientas en actividades pedagdgicas, investigativas y
administrativas (Universidad de los Andes, 2024).

Por dltimo, en noviembre del 2024, la Universidad importé el primer
computador cuantico a Colombia, con la finalidad de que sus estudiantes ten-
gan la oportunidad de profundizar en el aprendizaje e investigacion sobre fisica
y computacion cuantica (Laguna Cardozo, 2024).

2 Losrepositorios pueden consultarse en la plataforma: https://algoritmos.uniandes.edu.co/


https://algoritmos.uniandes.edu.co/
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Contribuciones a las conversaciones globales

sobre la inteligencia artificial

Las contribuciones que componen este libro buscan responder preguntas te6-
ricas y practicas sobre el conjunto de tecnologias que denominamos 1A y sus
implicaciones sobre las personas, organizaciones y sociedades. El contenido
de este volumen participa en conversaciones globales sobre el desarrollo y las
aplicaciones de estas tecnologias, las interacciones entre tecnologia y humani-
dad, y la gobernanza de la 1a.

Este libro es ttil e interesante para multiples audiencias. Se estructura en
tres secciones. La primera, “Teoria y métodos avanzados de la inteligencia ar-
tificial’, esta dividida en cuatro capitulos. En el primero, Giraldo, Quijano y
Manrique investigan la 1A distribuida (DAI) y sus aplicaciones para resolver
problemas complejos, mediante la interaccién de multiples agentes en entor-
nos compartidos. Asi, ofrecen un panorama general de la evolucién de la pa1y
destacan cémo ha integrado conceptos de diversas disciplinas para abordar la
cooperacion y la toma de decisiones en sistemas multiagente. Luego, se enfocan
en mejorar la resiliencia de comunidades vulnerables a través de estrategias de
cooperacion financiera, por medio de simulaciones y modelos dinamicos. Final-
mente, exponen el uso de modelos de lenguaje de gran tamano (large language
model, LLM) y agentes autonomos en la gestion de dilemas sociales, sugiriendo
oportunidades para futuras investigaciones.

En el segundo capitulo, Cardozo y Dusparic abordan el desarrollo de siste-
mas de adaptacion dindamica (sAs) y como estos pueden ajustarse proactivamente
a entornos cambiantes. Analizan la estructura fundamental para construir sas,
que incluye la definicién del comportamiento base, la identificacion de condi-
ciones para la adaptacion y la especificacion del comportamiento especializado.
Sin embargo, reconocen que los sas tradicionales tienen una capacidad limitada
para adaptarse a situaciones no previstas durante el disefio. Para superar estas
limitaciones, los autores proponen mecanismos de aprendizaje dinamico, como
Auto-copr y ComlInA, que permiten que los sAs generen y compongan adapta-
ciones en respuesta a situaciones completamente desconocidas, aumentando
de manera significativa su flexibilidad y capacidad de respuesta.

Por su parte, en el tercer capitulo, Manrique Gémez y Borja Gémez explo-
ran nuevas formas de hacer investigacion historica a partir de la integracion de
herramientas de aprendizaje automatico. Con ese fin, presentan el estado del
arte del procesamiento de archivos multimodales (textos, manuscritos, image-
nes y otros), analizan la contribucién del proyecto Arte Colonial Americano
(arca) dela Universidad de los Andes y discuten las implicaciones futuras de la
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multidimensionalidad de las fuentes histéricas en relacion con el quehacer de los
historiadores (por ejemplo, nuevas preguntas de investigacion y desafios éticos).

En el ultimo capitulo de la primera seccion, Pdez examina qué significa
que un algoritmo sea transparente y por qué la opacidad (juridica y epistémica)
de los algoritmos puede implicar retos éticos para el desarrollo y uso ético de
sistemas de 1a. El texto reflexiona sobre los diferentes tipos de opacidad algo-
ritmica, los retos de los métodos de explicabilidad para proveer un mayor gra-
do de comprension sobre el funcionamiento de algoritmos y sobre la relacién
entre transparencia y confianza en el contexto de las decisiones automatizadas
basadas en sistemas de 1a.

La segunda seccion del libro, “Aplicaciones y efectos de la inteligencia ar-
tificial’, estd compuesta por cuatro capitulos. Esta inicia en el capitulo cinco, en
el cual Nunez Castro, Calderén Romero, Diaz Meza, Sierra Ramirez y Vasquez
Pachon investigan el uso de técnicas de 1a para el andlisis de imdgenes satelitales,
con el objetivo de mejorar la comprension de los cambios ambientales y apoyar
el desarrollo sostenible y la gestion de recursos naturales. Utilizando imégenes
satelitales y técnicas avanzadas de aprendizaje automatico, presentan dos apli-
caciones de software disefiadas para apoyar la toma de decisiones en politicas
medioambientales. La primera aplicacion es un atlas interactivo para estimar
el potencial energético de la biomasa residual poscosecha, mientras que la se-
gunda se centra en la monitorizacién del crecimiento periférico de ciudades
para promover un desarrollo urbano sostenible y planificado.

En el sexto capitulo, Marifio Drews, Paquette y Manrique Piramanrique
investigan los beneficios de la web semantica en la educacion superior. Discuten
las principales ventajas de esta tecnologia de 1a simbolica en actividades educa-
tivas, como el disefio de cursos, la personalizacion del aprendizaje y el apoyo en
la busqueda de recursos. Ademas, presentan resultados de mas de una década
de investigacion y desarrollo en este ambito en la Télé-Université de Quebec y
la Universidad de los Andes.

En el séptimo capitulo, Bustamante Duarte, Pajarito Grajales, Portela y Parra
Agudelo reflexionan de manera critica sobre los recientes desarrollos en 14 en-
focada en aspectos geoespaciales (GeoAl) aplicada al entendimiento de los te-
rritorios y comunidades urbanas y rurales del sur global. El capitulo plantea
que estas sociotecnologias, pese a diversas ventajas en nuestros contextos de
eficiencia y recursos, necesitan ser analizadas cuidadosamente, entendiendo
que no siempre reflejan la realidad y necesidades a nivel socioespacial de ciertas
comunidades, debido a temas de sus sistemas de clasificacion y categorias. De
esta manera, la discusion se centra en casos de GeoAl en los que el uso de datos
geoespaciales implicitos y participativos ha permitido responder a dichos retos.
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En el altimo capitulo de la segunda seccion, Arbeldez, Saldarriaga, Quin-
tero, Castillo, Puentes, Calderén, Osejo, Castafieda, Paz, Hernandez y Agude-
lo investigan cdmo la 1A puede contribuir a combatir la explotacion sexual de
nifias, niflos y adolescentes en linea (0cseA). Para ello, desarrollaron dos mo-
delos de 1a. El primero se centré en optimizar el analisis de los reportes sobre
sextorsion, sexting, groomingy ciberacoso sexual recibidos por la linea de re-
porte Te Protejo en Colombia, lo que contribuye a los analistas a clasificar los
casos segun su gravedad y tipo de dafio y reduce el riesgo de exposicion a ma-
terial perjudicial. El segundo modelo se diseié6 como un prototipo de sistema
de alerta que analiza informacién en foros de la web profunda, identificando
patrones de conversaciéon que podrian indicar actividades de ocsea y sus po-
sibles efectos en las victimas.

La tercera seccidn cierra el libro con dos capitulos sobre “La inteligencia
artificial y el Estado”. En el noveno capitulo, Gutiérrez y Muiioz-Cadena exa-
minan cdmo los sistemas de 1A adoptados por entidades publicas en América
Latina pueden contribuir con el agendamiento, formulacion, implementacién
y evaluacion de politicas publicas. El texto se fundamenta en una nueva base de
datos que documenta mas de 700 herramientas adoptadas por entidades publi-
cas en veintitrés paises de la regién y en casos de estudio de Argentina, Brasil,
Chile, Colombia, Guatemala, Honduras, México y Peru.

Por tltimo, en el capitulo que cierra esta compilacion, Diaz-Valderrama,
Nino-Machado, Guerrero-C. y Gonzalez-Uribe rastrean los imaginarios a fu-
turo sobre la 1A y su relacion con el Estado, asi como las acciones estatales que
buscan responder de manera anticipada a la creciente incursion de estas tecno-
logias en la sociedad colombiana. El capitulo identifica en el discurso mediatico
cuatro campos de imaginacién sociotécnica: (1) innovacién vs. regulacion,
(2) cuarta revolucion industrial, (3) primicia, liderazgo y modernizacion regio-
nal, y (4) desarrollo y presencia nacional amplificada.

En conjunto, los capitulos que componen este libro ofrecen nuevo cono-
cimiento sobre la 1A a quien esté interesado en aprender sobre sus conceptos
tedricos, aplicaciones practicas e implicaciones presentes y futuras. Esperamos
ademas que cada lector encuentre aqui la chispa que estimule su curiosidad y
lo motive a involucrarse de manera critica y constructiva en el area. Que este
libro inspire a pensar mas alld, innovar y aplicar de manera ética y responsable
los avances de la 1a en beneficio de todos.
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Introduccion

La inteligencia artificial distribuida (distributed artificial intelligence, DAI) invo-
lucra la interaccién de multiples agentes dentro de un entorno compartido, para
alcanzar objetivos individuales y colectivos. Este paradigma permite modelary
simular dindmicas complejas, ofreciendo una perspectiva tinica para abordar
problemas en una amplia gama de dominios, como la optimizacién de recur-
sos, el transporte inteligente, la gestion de redes y el estudio de la cooperacion
y resiliencia en comunidades, lo que contribuye al desarrollo de politicas ptbli-
cas. La interaccion entre agentes facilita la resolucién de problemas dificiles o
imposibles de tratar mediante enfoques tradicionales, al mismo tiempo que pro-
mueve la emergencia de comportamientos colectivos y soluciones adaptables.

En este capitulo se presentan algunos de los desafios y soluciones propues-
tas por investigadores de la Universidad de los Andes en este campo, abarcando
aplicaciones de la inteligencia artificial (1a) que van desde la teoria de juegos
evolutiva y el aprendizaje por refuerzo multiagente, hasta agentes cooperativos
basados en los hoy populares modelos de lenguaje de gran tamafo (large lan-
guage model, LLM).

Primero, se ofrece un panorama general de la evolucion de la DAI, desta-
cando como esta disciplina ha integrado conceptos de la sociologia, el control, la
economia y la teoria de juegos para abordar problemas de cooperacion y toma de
decisiones en sistemas multiagente. Esta seccion presenta aquellos avances y apli-
caciones principalmente lideradas por el profesor Nicanor Quijano, que susten-
tan el desarrollo de sistemas donde multiples agentes interactiian en un entorno
compartido, toman decisiones auténomas y optimizan su desempeifio colectivo.
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A continuacidn, el texto se enfoca en la aplicacion de estas nociones para
mejorar la resiliencia de comunidades vulnerables, mediante estrategias de
cooperacion financiera. Se examinan los desafios que enfrentan las comuni-
dades, como la incertidumbre en los ingresos y la falta de acceso a servicios fi-
nancieros, y como las herramientas basadas en DA pueden ofrecer soluciones
innovadoras. Basados en la investigacion liderada por el profesor Luis Felipe
Giraldo, se analizan casos especificos de asociaciones de ahorro y crédito, y se
evalua su efectividad por medio de simulaciones de Monte Carlo y modelos di-
namicos que permiten optimizar las estrategias de cooperacion, segun las ca-
racteristicas de cada comunidad.

Finalmente, se aborda el uso de LLM y agentes auténomos basados en es-
tos modelos, destacando su capacidad para tomar decisiones y cooperar en en-
tornos complejos. A través de experimentos en entornos simulados, liderados
por el profesor Ruben Manrique, se evaltia la eficacia de estos agentes en la ges-
tion de dilemas sociales y se resaltan tanto sus capacidades actuales como las
areas que requieren mejoras. Esta seccion presenta un analisis de los desafios y
las oportunidades que presentan estas tecnologias, asi como caminos para fu-
turas investigaciones que podrian mejorar la cooperacion y la resiliencia en
una variedad de contextos, desde aplicaciones comunitarias hasta entornos
mas amplios, como la ciberseguridad y la gestion de infraestructuras criticas.

Evolucion de la inteligencia artificial distribuida

La 14 se ha inspirado y ha utilizado la psicologia y el comportamiento no solo
en el desarrollo tedrico, sino también a nivel metaférico. Ademas de las aplica-
ciones tradicionales de reconocimiento de patrones, imagenes y caracteristicas,
la 1A moderna tiene aplicaciones que buscan tomar decisiones basadas en cono-
cimientos adquiridos. Estas aplicaciones modernas de 14 se estan transforman-
do desde el reconocimiento de caracteristicas puras (por ejemplo, detectar un
gato en una imagen) a la toma de decisiones (conducir vehiculos auténomos a
través de un cruce de trafico de manera segura), donde emerge la interaccion
entre diferentes actores (Yang y Wang, 2020). La aproximacion moderna a la 1a
esta centrada alrededor del concepto de agente racional. Un agente es un ente
computacional (programa) o fisico (robot), el cual puede percibir (sensar) y
actuar en un ambiente; es auténomo y por lo general su comportamiento de-
pendera en parte de su experiencia y de la retroalimentacién que le brinde el
lugar. Esta flexibilidad y racionalidad se logran sobre la base de procesos clave,
como la toma de decisiones, la planificacion y el aprendizaje. Como este agen-
te interactua con el ambiente, su comportamiento se vera afectado por otros
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agentes o entes humanos, y esta interaccion puede ser de indole cooperativa o
competitiva (Russell y Norvig, 2016). Un agente que siempre trata de optimi-
zar una medida de desempefio determinada se denomina agente racional. Al
ser tan general esta definicion, se podria ligar a agentes humanos (poseen ojos
como sensores y manos como actuadores), agentes roboticos (camaras y llan-
tas) o agentes de software (interfaz grafica que cumple ambas labores de sensa-
do yactuacién). En otras palabras, desde esta perspectiva, la 1a se concibe como
el estudio de las bases y el disefio de agentes artificiales racionales. Como en la
mayoria de los casos estos agentes no estan solos e interactian con otros agentes,
estariamos hablando de sistemas de multiples agentes (multi-agent system, MAS)
y de ahi que se derive el subcampo de investigacion de la A1 (Vlassis, 2022).
La pAI se podria definir como el estudio, construccion y aplicacion de Mas,
por ejemplo, sistemas en los que diversos agentes inteligentes interactian, en
busca de un propdsito comun o lograr una serie de tareas definidas (Weiss, 1999).
Estos multiples agentes por lo general son heterogéneos (p. ej., han sido disefia-
dos y concebidos en hardware de diferentes formas); interactiian en ambientes
dindmicos (en su mayoria, un solo agente suele ser entrenado en un ambiente
estético, pero al interactuar con otros su comportamiento varia con el tiempo
Y, por ende, se requiere un mejor desarrollo de la parte matematica [Gémez
et al., 2022]); la informacion que se tiene de los sensores es distribuida (p. €j., a
nivel espacial o temporal), lo que hace que el mundo percibido por cada agente
sea parcialmente observable; el control de los agentes es descentralizado (p. €j.,
cada agente toma su propia decisiéon y no estd atado a un ente central, debido
a los problemas de robustez y tolerancia a fallos; en este caso, los problemas de
toma de decisiones pueden resolverse mediante la teoria de juegos); y la inte-
raccién entre agentes depende en gran medida de la comunicacién que puede
facilitar la coordinacién y la cooperacion entre individuos, como se haria en la
naturaleza (p. ¢j., la forma en la que las abejas se comunican entre si a la hora de
buscar alimento [Quijano y Passino, 2010; Giraldo et al., 2015]) (Vlassis, 2022).
Las primeras investigaciones en DAI datan de los afios setenta y ochenta,
cuando se emplearon modelos computacionales para simular mas, combinando
elementos de la teoria de juegos, la simulacién de Monte Carlo, la programacion
evolutiva y las teorias de la emergencia y los sistemas complejos. La DAI es un
area que toma ideas, conceptos y resultados de disciplinas como la 14, las cien-
cias de la computacion, la sociologia, la economia, la filosofia, el manejo de las
organizaciones, los sistemas de control, entre otros. Asi, se podria decir que la
1A tradicional utiliza la psicologia y el comportamiento para sus ideas, su ins-
piracién y como metéfora; la DAI utiliza la sociologia, la economia y el control,
por lo que se percibe como una generalizacion de la 1a. Hay dos razones para
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tratar con DAL (1) los MAs desempefian un papel fundamental en los sistemas
tecnologicos de hoy en dia. Los sistemas de computo y control que encontramos
desplegados en diferentes ambitos tienen como caracteristicas ser distribuidos
y heterogéneos. Por lo tanto, se requiere ver a estos elementos como agentes en
lugar de partes, con el fin de interactuar de una manera mas adecuada, sobre
todo en esta era de la cuarta revolucion industrial; y (2) los MAs tienen la capa-
cidad de interactuar dentro de lo que llamariamos cyber-physical human systems
(cpHs), con lo cual hay que pensar en el desarrollo de sistemas auténomos que
interactien no solo en su entorno, sino que tengan en cuenta al humano o los
seres vivos con los que lo hace (Annaswamy et al., 2023).

Como se puede observar, hay varios conceptos tedricos que forman parte
de la idea general de pAI En primera instancia, podriamos hablar de coopera-
cion. Los problemas de cooperacion, en los que los agentes tienen oportunida-
des de mejorar su bienestar comun, pero son notablemente capaces de hacerlo,
son omnipresentes e importantes. Es posible encontrarlos en todas las escalas,
desde nuestras rutinas diarias, como conducir, programar reuniones y trabajar
en colaboracion, hasta nuestros retos globales, como el experimentado recien-
temente a la hora de prepararnos para pandemias (Dafoe et al., 2020). Otros
trabajos, como el del politélogo Robert Axelrod (1984), muestran como esta
cooperacion emerge en areas como la politica, lo cual fue uno de los elementos
que nos salvo de tener conflictos de mayor envergadura durante la época de la
Guerra Fria. La investigacion de la 1a relacionada con la cooperacion se ha lle-
vado a cabo en muchas areas diferentes, dentro de las que se incluyen los Mas,
la teoria de juegos y la eleccion social, la interaccion y alineacion entre el ser
humano y la maquina, el procesamiento del lenguaje natural y la construccién
de herramientas y plataformas sociales.

La teoria de juegos es el nombre que se le da a la metodologia que utiliza
herramientas matematicas para modelar y analizar situaciones en las que se
toman decisiones de forma interactiva. Estas nociones se habian comenzado
a discutir a finales del siglo x1x, principios del siglo xx, pero es hasta el desa-
rrollo del teorema del minimax, por parte de John von Neumann y el libro que
publica con Oskar Morgenstern (Von Neumann y Morgenstern, 2007), que se
concretan las ideas iniciales. La diseminacion del concepto toma varios afios, y
es gracias a los aportes de la corporacién RAND que estas nociones logran per-
mear diferentes areas del conocimiento (Bhattacharya, 2021). La investigacion en
machine learning (ML) y aprendizaje por refuerzo (reinforcement learning, RL) se
ha centrado en casos de conflicto de intereses y, en particular, en entornos con
dos jugadores de suma cero (Dafoe et al., 2020). En el ambito del aprendizaje
por refuerzo basado en juegos, en los tltimos afos se han visto enormes avances
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en los juegos de suma cero de dos jugadores, como el ajedrez, Go, StarCraft II
y péquer de dos jugadores. Este tipo de juegos fueron un dominio producti-
vo para la investigacion inicial de multiples agentes, ya que son especialmente
tratables: la solucién minimax coincide con el equilibrio de Nash y se puede
calcular en tiempo polinomial a través de un programa lineal, sus soluciones
son intercambiables y tienen garantias de peor caso (Von Neumann y Morgens-
tern, 2007). Esta tratabilidad puede explicar por qué estos juegos han recibido
una considerable atencion de investigacion, a pesar de ser relativamente raros
en el mundo real y en el espacio de posibles juegos.

Otro de los aspectos relevantes de los DAI es el problema de toma de de-
cisiones. Este problema est4 ligado al 4rea de control 6ptimo'; en este punto es
donde la programacién dindmica desempefia un papel fundamental (Vlassis,
2022). Varios ejemplos se dan hoy en cuanto a problemas asociados a toma
de decisiones. Por ejemplo, en vehiculos auténomos (va) se tienen dos grandes
problemas: (1) en cada instante de tiempo, durante la toma de decision, el
agente no solo debe considerar sus acciones presentes, sino también las conse-
cuencias de las acciones futuras; y (2) para determinar las decisiones correctas
y seguras, se deben tener en cuenta las acciones y los comportamientos de los
demas agentes y elementos en el ambiente en el que se desenvuelven (Yang y
Wang, 2020; Detjen-Leal ef al., 2023). La necesidad de tener un marco adapta-
tivo de toma de decisiones, ademas de la complejidad de tener interaccién con
multiples aprendices, lleva al desarrollo del aprendizaje por refuerzo de multi-
ples agentes (multi-agent reinforcement learning, MARL). Esta nocién busca re-
solver problemas de toma de decisiones secuenciales con agentes inteligentes,
que operan en un ambiente compartido con otros agentes y con cierta incerti-
dumbre y estocasticidad, donde cada ente buscara maximizar sus recompen-
sas mediante la interaccion con el ambiente y otros agentes. Historicamente, el
mecanismo de RL se desarrollé basado en el estudio del comportamiento de los
gatos en una caja (Thorndike, 1898). En 1954, Minsky propuso por primera vez
el modelo computacional de RL en su tesis de doctorado y nombré su maqui-
na analdgica resultante la calculadora estocastica de refuerzo neural-analdgico.
En 1961, Minsky sugiri6 por primera vez la conexion entre la programacion di-
namica (Bellman, 1952) y el RL (Minsky, 1961). Mas adelante, Bertsekas y Tsit-
siklis (1996) propusieron métodos aproximados de programacién dinamica

1 R.Bellman es el creador de la programacion dindmica, mientras que Pontryagin es uno de
los pioneros en el calculo de variaciones. Estas nociones son la base del control 6ptimo, en
cuya drea autores como D. Bertsekas y J. Tsitsiklis han realizado aportes fundamentales.
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fundamentados en redes neuronales, lo cual muestra de forma clara la relacion
entre las nociones de aprendizaje y control. En el dominio de control clasico
se han estudiado extensamente los enfoques basados en modelos en los que el
agente de aprendizaje primero construird un “modelo” explicito de espacio de
estado, para comprender como funciona el entorno en términos de dindmica
de transicion de estado y funcion de recompensa, y luego aprendera del “modelo”.
La ventaja de los algoritmos basados en modelos reside en el hecho de que a
menudo requieren muchas menos muestras de datos del entorno. En principio,
la comunidad MARL ha trabajado con enfoques basados en modelos, por ejem-
plo, el famoso algoritmo R-MAX, de hace casi dos décadas. Sorprendentemente,
los desarrollos en la linea de sistemas basados en modelos se detuvieron desde
entonces; teniendo en cuenta los impresionantes resultados que estos enfoques
han demostrado en las tareas de RL de un solo agente, los métodos de MARL
merecen mas atencion de la comunidad (Yang y Wang, 2020).

Por otro lado, la toma 6ptima de decisiones por parte de multiples agentes
que interactiian entre si por medio de una red (sea fisica o de comunicaciones)
ha sido uno de los temas que mas auge ha tenido en la comunidad de sistemas
dinamicos y de control en las tltimas décadas (Obando et al., 2024). ;La razén?
Estos problemas emergen en ingenieria, ciencias sociales y econémicas, sistemas
urbanos o inteligencia artificial, donde se encuentran aplicaciones como el ana-
lisis de redes sociales (Jackson, 2008), el manejo o control de redes inteligentes
(Mojica-Nava et al., 2013; Ananduta et al., 2018), las redes inalambricas (Han
et al., 2019), la ciberseguridad (Pawlick y Zhu, 2021), la infraestructura critica
(Rass et al., 2020) o los sistemas ciberfisicos (Groot et al., 2014).

Una de las maneras de modelar estos sistemas complejos de gran escala con
multiples decisiones y acciones, en la que los diferentes entes/controladores inte-
ractiian entre si, es mediante el uso de la teoria de juegos (Muros, 2021; Carrasco
Martinez et al., 2023). Dentro de los trabajos desarrollados, es pertinente mencio-
nar el de Bacci et al. (2016), el cual muestra la relacion entre los juegos, la optimi-
zacion y el aprendizaje para el procesamiento de sefiales en red. Otros ejemplos
similares incluyen la carga de vehiculos eléctricos (Grammatico et al., 2016),
la coordinacién de redes de robots (Jaleel y Shamma, 2020; Park y Barreiro-
Gomez, 2023), los problemas de congestion vehicular (Kara et al., 2022), el control
de pandemias y epidemias (Martins et al., 2023), las técnicas de aprendizaje por
refuerzo (Gao y Pavel, 2021), la respuesta a la demanda (Genis-Mendoza et al.,
2022) y el manejo de recursos y regulacion de sistemas de agua (Lu et al., 2022).
En estos trabajos, los autores abordan los problemas desde diferentes angulos de
la teoria de juegos. Algunos parten de los juegos matriciales, 1o cuales son cono-
cidos por su forma normal, en la que la interaccion simultdnea entre jugadores
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se produce de manera estatica y cada jugador se entiende como un ente indivi-
dual. Por otra parte, en juegos continuos los jugadores pueden elegir entre una
amplia gama de estrategias, las cuales cambian con el tiempo.

Hay otros llamados juegos dindmicos, que usan un mecanismo de aprendi-
zaje que permite ajustar las acciones basadas en eventos previos. Estos juegos se
distinguen por tres problemas principales: (1) modelar el ambiente en el que in-
teractian los jugadores; (2) modelar los objetivos que persiguen los jugadores; y
(3) describir el orden en el que los jugadores toman decisiones y la cantidad de
informacién que tienen. En este caso, se asume que la interaccién ocurre entre
un gran nimero (desconocido) de jugadores, y lo que nos interesa estudiar es
la proporcién de individuos que utiliza una estrategia u otra. Los juegos evoluti-
vos, que fueron creados con base en el comportamiento ecolégico, se clasifican
como juegos dindmicos. Las nociones de las estrategias evolutivamente esta-
bles fueron desarrolladas por Maynard-Smith y Price (1973), quienes fueron los
pioneros de este concepto. Después, Taylor y Jonker (1978) crearon el modelo
de replicadores (replicator dynamics), que se utiliza ampliamente en aplicacio-
nes de ingenieria, para examinar el comportamiento dindmico y su relacién
con la parte genética. De igual manera, mediante la introduccién de protoco-
los de revisién y mean dynamics, se han desarrollado aproximaciones de juegos
evolutivos desde el punto de vista de sistemas econémicos (Sandholm, 2010).

El trabajo de Obando et al. (2024) presenta algunos ejemplos de asigna-
ci6én dinamica de recursos a través de juegos poblacionales y modelos dinamicos
de pago (Park et al., 2019). Esta investigacion destaca la utilidad y la idoneidad de
estas técnicas para modelar dindmicas de sistemas complejos de ingenieria, asi
como para disefar estrategias de gestion y control, de acuerdo con politicas par-
ticulares y restricciones fisicas y operativas, tanto locales como globales. Las
estrategias desarrolladas por medio de este paradigma son de facil implementa-
cion fisica, como se observa en distintos trabajos (Martinez-Piazuelo et al., 2022a;
J. Barreiro-Gdémez et al., 2021), en los que se muestran criterios para seleccionar
parametros y su implementacion. Por otra parte, este nuevo paradigma también
es capaz de abarcar problematicas como los retrasos (Obando et al., 2016; Park
y Leonard, 2021), lo que ofrece una nueva alternativa respecto a otras técnicas
desarrolladas, cuya implementacion tiene sus dificultades. Algunas ideas que se
presentan en ese articulo se derivan de la evolucion de trabajos anteriores;
se puede encontrar un resumen de los trabajos que se presentaron hasta el 2017 en
Quijano et al. (2017). Desde entonces, se han hecho contribuciones en términos
de dindmicas distribuidas en tiempo continuo (Barreiro-Gémez et al., 2017a) y en
tiempo discreto (Martinez-Piazuelo et al., 2022a), asi como en la combinacién de
técnicas en sistemas hibridos (Ochoa et al., 2021). De igual modo, se ha trabajado
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en temas como aplicaciones para vehiculos auténomos no tripulados (Barreiro-
Gomez et al., 2021) o la combinacién de técnicas de control para aplicaciones
en redes de agua (Barreiro-Gomez et al., 2017b; Obando et al., 2022). Ademas,
se han reportado recientemente resultados significativos sobre la relacion entre
estas poblaciones dinamicas y los equilibrios generalizados de Nash (Martinez-
Piazuelo et al., 2022b, 2022¢, 2022d, 2023; Sdnchez- Amores et al., 2023).

Inteligencia artificial distribuida para resiliencia comunitaria
Las personas con ingresos muy bajos que pertenecen a comunidades desfavo-
recidas enfrentan un desafio significativo al gestionar su vida financiera. Mu-
chas de ellas son trabajadores por cuenta propia y forman parte del 10,7 % de la
poblacion mundial que sobrevive con menos de usp 1,90 al dia. Estas personas
enfrentan continuamente eventos negativos e impredecibles, llamados shocks,
como problemas de salud o condiciones climaticas adversas en los cultivos.
Ademas, se ven afectadas por la falta de servicios de salud y financieros, y por
una escasa formacion educativa. Los desafios de la gestion financiera para in-
dividuos de bajos ingresos y las herramientas utilizadas en la actualidad para
enfrentar la escasez giran en torno a tres aspectos principales: manejar ingre-
sos inciertos, resistir shocks financieros y encontrar estrategias efectivas para
ahorrar dinero (Collins, 2009).

El alcance de las instituciones de microfinanzas, que podrian ayudar a mi-
tigar algunos de estos desafios, sigue siendo limitado, al igual que el uso de la
tecnologia para brindar asesoramiento financiero. En respuesta a esta situacion
han surgido estrategias de cooperacion financiera informal en diversas partes
del mundo, lo que ha fortalecido la resiliencia de las comunidades de bajos in-
gresos, al fomentar el apoyo mutuo entre sus miembros. Estas estrategias, ba-
sadas en planes de ahorro y crédito, son relativamente faciles de implementar
y ofrecen a los participantes una medida de estabilidad financiera. Ejemplos
de estos esquemas de cooperacion incluyen la asociacién rotativa de ahorro y
crédito (rotating savings and credit associations, ROSCA) y la asociacion de aho-
rro y crédito acumulativo (accumulating savings and credit associations, ASCA)
(Bouman, 1995; Zambrano et al., 2023). En una Rosca, un grupo de personas
acuerda reunirse de manera periddica para contribuir con una cantidad fija de
dinero a un fondo comun. En cada reunién, uno de los miembros recibe la to-
talidad del fondo, lo que le proporciona una suma significativa de dinero en ese
momento. Este proceso continta hasta que todos los miembros hayan recibido
el fondo en alguna de las rondas. En algunas regiones de Colombia, esta estra-
tegia de cooperacion es llamada cadena o natillera (Salas Bahamon, 2022). Por
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otro lado, una Asca es una forma de ahorro y crédito mas estructurada y com-
pleja que una Rosca; a diferencia de la rotacion simple de fondos que ocurre
en una ROSCA, en una AScA los fondos se acumulan y se utilizan para otorgar
préstamos con intereses a los miembros del grupo.

En comunidades de bajos ingresos, donde los servicios bancarios son es-
casos o inaccesibles, las Rosca y las Asca ofrecen una manera de participar en
actividades financieras sin necesidad de cumplir con requisitos complicados,
como historial crediticio, garantias o altos depositos iniciales. “No me gusta te-
ner que lidiar con otras personas por dinero, pero si eres pobre, no hay alterna-
tiva. Tenemos que hacerlo para sobrevivir” (Collins, 2009, p. 13), sefiala uno de
los participantes de estas estrategias de cooperacion, resaltando la importancia
de estos esquemas en comunidades vulnerables.

Aunque estos esquemas de cooperacion son utiles para promover el desa-
rrollo socioecondémico de la comunidad, atin tienen limitaciones para prevenir
fallos de gestion cuando varios miembros se ven afectados por shocks o cuando
alguien decide dejar de participar una vez la asociacion esta implementada. El
diseno de nuevas estrategias de cooperacion que minimicen estas limitaciones
implicaria varios meses de observacion in situ, retroalimentacion y un proceso
de redisefio. Ante esta necesidad, se han propuesto herramientas computacio-
nales basadas en DAI para proporcionar, en un periodo relativamente corto de
tiempo, una mejor comprension del comportamiento de una comunidad que
implementa estas estrategias de cooperacion y facilitar el disefio de nuevas es-
trategias o variaciones de estas, minimizando tales desventajas en una amplia
variedad de escenarios y tipos de comunidades.

Gonzalez Villasanti et al. (2018) presentan el resultado de una investigacion
conjunta entre investigadores de la Universidad de los Andes, en Colombia, y
la Universidad Estatal de Ohio, en Estados Unidos. Este es un trabajo seminal
que marca una linea de estudio en el area, donde se propone un modelo basado
en la teoria de control 6ptimo, que caracteriza la vida financiera de individuos
y su participacion en asociaciones informales de ahorro y crédito, con el fin de
estudiar estrategias optimizadas de gestion de recursos a través de simulaciones
computacionales. Primero, se introduce un modelo de toma de decisiones que
describe el comportamiento de un individuo en términos de riqueza, salud y
educacion. Este modelo se basa en la gestion financiera personal y asume que
los individuos tienen la capacidad de tomar decisiones que dependen de sus
intereses y prioridades, su capacidad para generar riqueza, su condicion de sa-
lud, su educacién actual y eventos inesperados, como shocks financieros. Esta
toma de decisiones se realiza mediante proyecciones, las cuales se asume que
el individuo puede realizar de acuerdo con un horizonte de tiempo. Luego, los
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individuos se interconectan para crear una comunidad heterogénea, donde in-
teractiian seguin una estrategia cooperativa.

En este trabajo se estudiaron dos estrategias de cooperacion financiera: la
ASCA y una nueva estrategia basada en donaciones. Asi, se introdujeron indi-
cadores como la tasa de fracaso en la gestion y el indice de desarrollo comuni-
tario, para cuantificar el rendimiento de la comunidad en términos de las tres
dimensiones que describen el desarrollo humano (riqueza, salud y educacion).
A través de simulaciones de Monte Carlo y estos indicadores de desempefio y
resiliencia comunitaria, se evaluaron una gran cantidad de escenarios y pobla-
ciones. Las simulaciones muestran que la Asca presenta un mejor desempefio
que la estrategia de donaciones en comunidades con baja desigualdad en activos
y habilidades, mientras que la estrategia basada en donaciones muestra mejores
resultados en comunidades desiguales. Estos resultados sugieren que estas estra-
tegias deberian adaptarse a cada grupo para maximizar los impactos positivos.

Esta investigacion fue el punto de partida para estudios posteriores lidera-
dos por investigadores de la Universidad de los Andes y financiados por Google
Research, debido a su pertinencia e impacto. El trabajo propone dos variacio-
nes de las ROscA convencionales, que potencialmente aumentan la resiliencia
de la comunidad (Zambrano et al., 2022). Estas estrategias fueron evaluadas
por medio de herramientas computacionales. Basado en el trabajo de Gonzalez
Villasanti et al. (2018), se emplearon modelos dindmicos para simular escena-
rios donde se implementan estas estrategias de cooperacion financiera. Por un
lado, se formula una estrategia que involucra una reserva de efectivo, similar a la
usada en instituciones financieras formales, para reducir el impacto de los indivi-
duos que abandonan la asociacion. Como resultado, se muestra que la ausencia
de confianza entre los miembros de la asociacion debe ser compensada en igual
medida por la cantidad de reserva de efectivo, con el fin de reducir la probabi-
lidad de fracaso en el esquema de cooperacion. Por otro lado, se evalta el de-
sempeifio de comunidades en las que sus miembros participan en varias ROSCA
al mismo tiempo, visto como una estrategia de participacion descentralizada.
Se demostro que los individuos deben cooperar en varias asociaciones con un
bajo numero de miembros, con el objetivo de reducir el tiempo necesario para
recibir un retorno de su cooperacion y disminuir la probabilidad de perder su
dinero, debido a individuos no confiables. Estos resultados son de particular
interés en paises como Colombia, donde los esquemas financieros de este tipo
se consideran ilegales cuando la cantidad de participantes supera un umbral.

Este cuerpo de investigacion ha sido fundamental para entender y abordar
los desafios financieros a los que se enfrentan las comunidades de bajos ingresos.
Al utilizar herramientas computacionales avanzadas y modelos dinamicos de
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simulacién, no solo se profundiza en la comprension de las estrategias de coo-
peracion financiera existentes, sino que también se proponen nuevas soluciones
que pueden fortalecer la resiliencia comunitaria ante shocks econémicos. La re-
levancia de este trabajo radica en su potencial para influir en politicas publicas
y en el disefio de intervenciones mas efectivas, las cuales mejoren la estabilidad
financiera y el desarrollo humano en contextos vulnerables. La investigacion
en curso, respaldada por entidades como Google, promete avances significati-
vos en la teorfa y practica de la cooperacion financiera, y tiene el potencial de
transformar la vida de millones de personas que dependen de estos esquemas
para su subsistencia y bienestar.

En la actualidad, investigaciones en curso en la Universidad de los Andes,
financiadas por Google a través del Google Research Award y el Google Deep-
Mind Scholar Programme, buscan avanzar en este trabajo mediante el uso de
MAs basados en DAL Estas investigaciones implementan estrategias de aprendi-
zaje avanzadas, como el MARL y el LLM, dentro de un marco de 1A cooperativa.
El objetivo es comprender como se pueden construir comunidades resilientes
en escenarios complejos e inciertos, donde no solo interactiian agentes humanos
entre si, sino también humanos con maquinas y maquinas con otras maquinas.

El impacto de la DAI en politicas publicas esta en desarrollo y se espera que
sus efectos se perciban a medida que se comprendan mejor estas propuestas ba-
sadas en modelos computacionales. Los resultados preliminares de esta inves-
tigacion han contribuido al disefio de intervenciones en comunidades de bajos
ingresos, donde estrategias de ahorro y cooperacion, como las ROsca, han mos-
trado potencial para mejorar la estabilidad financiera. Asi, se anticipa que es-
tas estrategias de inclusion financiera generen recomendaciones de politica que
fortalezcan la resiliencia comunitaria a nivel local e internacional en el futuro.

Inteligencia artificial distribuida basada en LLM

Los LLM son algoritmos de 1a entrenados en grandes corpus de texto para pre-
decir, generar y manipular el lenguaje humano. Estos modelos se destacan por
su capacidad para entender contextos y producir texto coherente. Un ejemplo
destacado es GPT-4, que ha demostrado que puede generar respuestas detalladas
y relativamente precisas a partir de un amplio rango de preguntas (OpenAl et al.,
2024). El desarrollo continuo de los LLM ha permitido que estos modelos se apli-
quen en tareas de procesamiento de lenguaje natural (PLN) y en dominios mas
complejos, que requieren comprension semantica y generacion de textos a partir
de instrucciones abstractas (Broekhuizen et al., 2023). Asi, estas capacidades los
posicionan como herramientas clave para aplicaciones que van desde chatbots
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hasta la generacion automatica de contenido. Sin embargo, un reto inherente
en el uso de LLM es que pueden generar respuestas basadas en informacién in-
correcta o incompleta, lo que afecta su desempefio en tareas especificas. Esto
ha llevado a investigaciones para mejorar la precision y fiabilidad de estos mo-
delos mediante la integracién de moédulos extra, como las memorias a corto y
largo plazo (Schick et al., 2023; Yao et al., 2023).

Los agentes autonomos basados en LLM (augmented autonomous agents,
LAA) son una extension de los LLM que se emplean para ejecutar tareas de forma
auténoma dentro de entornos especificos. Estos agentes no solo generan texto
de manera coherente, sino que también toman decisiones basadas en entendi-
mientos previos y observaciones del entorno (Park et al., 2023). Para funcio-
nar eficazmente, los LAA requieren de arquitecturas que gestionen de manera
efectiva la memoria y las capacidades cognitivas complejas. Estas arquitectu-
ras suelen incluir médulos para la percepcion, la planificacion, la reflexion y la
accion. Por ejemplo, el framework Generative Agents proporciona un robusto
armazon que permite a los LAA almacenar recuerdos a largo plazo, reflexionar
sobre experiencias pasadas y planificar acciones futuras con base en esa infor-
macion (Park et al., 2023). Este enfoque ha sido ttil para crear comportamien-
tos humanos convincentes en entornos simulados y ha facilitado la navegacién
auténoma en videojuegos como Minecraft (Wang et al., 2023). A medida que se
exploran mds areas de aplicacion, se revela que los LAA pueden imitar compor-
tamientos humanos realistas y manejar interacciones complejas; sin embargo,
su capacidad para colaborar eficazmente con otros agentes aun esta en fase de
investigacion (Du et al., 2023; Zhang et al., 2023).

La cooperatividad entre agentes es una habilidad critica para resolver proble-
mas en entornos complejos. Esta capacidad se deriva de la comprensién mutua
y la toma de acciones colaborativas. En el ambito de los LAA yla DAL, la coopera-
cién se da cuando mdltiples agentes colaboran para alcanzar un objetivo comun,
utilizando el conocimiento de su entorno y las habilidades adquiridas durante su
entrenamiento (Gross et al., 2023). Para que la cooperacion entre LAA sea efecti-
va, es fundamental que estos agentes puedan comunicarse y coordinarse entre si.
Esta habilidad esta influenciada por sus arquitecturas, que deben incluir médulos
para la comunicacion y el entendimiento de los otros agentes. Por ejemplo, un
agente necesita ser capaz de interpretar las intenciones y acciones de otros agen-
tes, asi como comunicarse con ellos para lograr objetivos comunes (Dafoe et al.,
2020a). A pesar de los avances, los estudios muestran que aunque los LAA tienden
a cooperar, sus acciones no siempre reflejan una comprension clara de la cola-
boracidn efectiva dentro del entorno; esto subraya la necesidad de arquitecturas
mas robustas para mejorar su capacidad de colaboracion (Agapiou et al., 2023).
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En el estudio “Can LLM-augmented autonomous agents cooperate? An
evaluation of their cooperative capabilities through Melting Pot” (Mosquera
et al., 2024), desarrollado por investigadores de la Universidad de los Andes, se
utilizaron entornos del proyecto Melting Pot para evaluar la capacidad de coo-
peracion de los LAA como avance fundamental de pA1. Estos entornos estdn
disefiados para simular escenarios de dilemas sociales, donde agentes indepen-
dientes deben tomar decisiones que afectan el bienestar individual y colectivo. El
experimento clave utilizé el escenario Commons Harvest, que se desarrolla en
una cuadricula, donde los agentes deben recolectar manzanas. Los agentes que
recolectan de manera insostenible pueden agotar los recursos, lo que refleja la
“tragedia de los comunes” (Agapiou et al., 2023). Los LAA en este entorno reci-
bieron acciones de alto nivel, como “moverse a una posicion especifica” o “ex-
plorar un area’, y se evalué su capacidad para manejarse en un entorno poblado
tanto por otros agentes como por bots que recolectan de manera insostenible.

Los resultados del experimento destacaron que, aunque los LAA manifesta-
ron una tendencia a la cooperacion, tuvieron problemas para entender claramente
como colaborar de manera efectiva en el entorno dado (Mosquera et al., 2024; Park
et al., 2023). Los agentes presentaron comportamientos que incluyeron la coor-
dinacién en algunos aspectos, como evitar la recoleccién de la ultima manza-
na de un arbol para prevenir su agotamiento; no obstante, también se observo
que los agentes fallaron en intercambiar informacion critica entre si y estable-
cer estrategias comunes a largo plazo. Estos problemas resaltan las limitacio-
nes actuales de las arquitecturas utilizadas, lo que sugiere que aspectos como la
comunicacion y la planificacién conjunta necesitan mejorarse para alcanzar
una cooperacion mas eficiente.

Los desafios identificados incluyen la necesidad de mejorar las capacidades
de comunicacién y entendimiento entre los agentes. Las arquitecturas actuales,
aunque efectivas en algunos contextos, demuestran limitaciones significativas
cuando se enfrentan a dilemas sociales complejos. Un area prometedora de in-
vestigacion es el desarrollo de médulos especializados que mejoren la interpre-
tacion y el uso de la intencién detras de las acciones de otros agentes (Dafoe
et al., 2020a). El trabajo futuro podria centrarse en extender las capacidades de
memoria y reflexion, para incluir evaluaciones criticas de las acciones pasadas y
suimpacto en el entorno. Esto implicaria la integracion de sistemas de puntua-
cion de reputacion y mdédulos de compromiso que incentiven comportamientos
cooperativos a largo plazo (Ni y Buehler, 2024). A pesar de que los LAA mues-
tran potencial para la cooperacion, es claro que se necesitan arquitecturas mas
robustas y especializadas para que estos puedan colaborar de manera eficaz y
eficiente en una variedad de entornos complejos.
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Conclusiones

Los avances presentados en este documento subrayan el compromiso de la Uni-
versidad de los Andes con la investigacion de vanguardia en DAL Los resultados
obtenidos hasta ahora no solo han demostrado la relevancia de estas tecnolo-
gias en problemas de ingenieria, resiliencia comunitaria y optimizacién de re-
cursos en entornos complejos, sino que también han abierto nuevas vias para
explorar aplicaciones mas amplias en diferentes contextos. A medida que la
DAI sigue evolucionando, su combinacién con modelos avanzados de 14, como
los LLM, tiene el potencial de abrir nuevas oportunidades de investigacion en
problemas relevantes.

La toma de decisiones en entornos multiagente enfrenta retos criticos, en-
tre ellos la necesidad de que los agentes interpreten correctamente las acciones
de los demas. En escenarios dinamicos y descentralizados, los agentes deben
coordinarse y comunicarse, asi como entender las intenciones y respuestas de
otros agentes para adaptarse en tiempo real. Esta capacidad es esencial para
manejar la incertidumbre y los posibles fallos de comunicacion, factores que
afectan la estabilidad y el desempenio del sistema. El trabajo futuro deberia cen-
trarse en construir sistemas mds robustos, donde los agentes auténomos puedan
comprender y predecir mejor las acciones de humanos y maquinas. En algunos
contextos esto se denomina teoria de la mente (theory of mind) (Strachan et al.,
2024). Esto llevaria a un trabajo colectivo mas efectivo en situaciones que re-
quieren de un alto nivel de coordinacién, control, adaptabilidad y resiliencia.
Ademas, es necesario mejorar los sistemas actuales, en especial en lo que res-
pecta a la comunicacion, el control, el entendimiento, las estructuras sociales
y el compromiso entre los agentes para cooperar. Al incorporar capacidades
de memoria y toma de decisiones mas avanzadas, los sistemas futuros podrian
trabajar juntos de manera mas efectiva y resistir desafios de forma resiliente.

A medida que avanzamos, la integracién de DAI con otras tecnologias emer-
gentes, como el internet de las cosas y los sistemas ciberfisicos, probablemente
dara lugar a nuevas aplicaciones en dreas como las ciudades inteligentes y un
nexo para la gestion optimizada de infraestructuras criticas. También hay un es-
fuerzo importante por reducir limitaciones en cuanto a la colaboracion efectiva
entre agentes y humanos en entornos reales. Aunque los modelos actuales per-
miten cierto nivel de interaccion, persisten desafios en la comprensién mutua,
la adaptabilidad y la comunicacion en escenarios no controlados. La DAI atin
tiene un largo camino por recorrer, con muchos desafios y oportunidades por
delante; sin embargo, con investigacion y desarrollo continuos, tiene el poten-
cial de transformar no solo la tecnologia, sino también las comunidades que
dependen de ella.
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Introduccion

Los sistemas de software actuales estan en continua interaccién con sistemas
externos o distintas fuentes de informacion; esta interacciéon permite que los
sistemas sean mads conscientes de su entorno de ejecucion y, en respuesta, pue-
dan adaptar su comportamiento para que este sea el mas adecuado con respec-
to a dicho entorno. Estos sistemas, llamados sistemas de adaptacion dindmica
(self-adaptive systems, sas) (Salehie y Tahvildari, 2009), continuamente adap-
tan su comportamiento de acuerdo con multiples situaciones detectadas en
tiempo de ejecucion.

Los sas han probado ser de utilidad en diversos ambientes, como el ma-
nejo de sistemas de transporte (Castagna y Dusparic, 2022; Khan et al., 2016),
en sistemas roboticos de enjambre (Zhao et al., 2018; Zhu et al., 2024), en siste-
mas de comportamiento emergente (Cardozo, 2016) y, en general, en sistemas
autonomicos (Cabrera et al., 2024; Kephart y Chess, 2003). La construccion de
los sas estd compuesta por tres pasos principales: (1) definir el comportamien-
to base del sistema, (2) determinar las situaciones o condiciones para adaptar el
comportamiento y (3) establecer el comportamiento especializado del sistema.
Sin embargo, bajo estos parametros, los sAs tienen una capacidad de adapta-
cion y dinamicidad limitada a los problemas o situaciones que son identificados
durante el disefio del sistema, las llamadas conocidas situaciones desconocidas
(known-unknowns) (D’Angelo et al., 2019). Por lo tanto, la realizacion de sas
en situaciones desconocidas requiere afrontar los siguientes retos (Cardozo y
Dusparic, 2021, 2022):
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1. Las adaptaciones y las situaciones en las que aplican no deben ser
prescritas a situaciones conocidas, pues se afecta la dinamicidad y
adaptabilidad de los sistemas.

2. El manejo de interacciones y la composicion entre adaptaciones no
previstas puede causar errores en el comportamiento. Las soluciones
actuales a dicho problema necesitan la definicion inicial de las reglas
de composicion (Schmerl et al., 2017), lo que de nuevo afecta la dina-
micidad y adaptabilidad de los sistemas.

Para abordar estos problemas, proponemos un mecanismo de aprendizaje
que permite la generacién dindmica de adaptaciones (Cardozo y Dusparic, 2023;
Sanabria et al., 2024), denominado Auto-cop, y la mejor composicion de dichas
adaptaciones (Cardozo y Dusparic, 2020), denominado ComInA. De esta for-
ma, el sistema responde a situaciones por completo desconocidas, en la que la
estrategia de adaptacion no esta prescrita, sino mas bien es aprendida, lo que
ofrece una mayor flexibilidad para que el sistema responda correctamente a
todo tipo de situaciones.

Conceptos preliminares

Parala construccion de sAs capaces de adaptar su comportamiento a situaciones
desconocidas, utilizamos dos conceptos principales. Primero, la programacion
orientada al contexto (context-oriented programming, COP) se emplea como una
herramienta para construir sas de forma modular y con un alto grado de gra-
nularidad de las adaptaciones. Segundo, usamos aprendizaje por refuerzo (rein-
forcement learning, RL) como una estrategia de aprendizaje para la generacion
y composicion de adaptaciones en tiempo de ejecucion. El uso de RL permitira
aprender situaciones, condiciones de ejecucion y comportamientos inicialmente
desconocidos, en tiempo de ejecuci(')n. En concreto, utilizamos opciones de rL
para aprender comportamientos y la técnica de aprendizaje multiobjetivo apren-
dizaje W para resolver la composiciéon mas adecuada con respecto a los obje-
tivos del sistema.

Programacion orientada al contexto

La cop (Hirschfeld et al., 2008; Salvaneschi et al., 2012) es un paradigma de
programacion para realizar adaptaciones de forma dinamica al comporta-
miento de los programas, a un alto nivel de granularidad (e.g, métodos). La
COP permite una clara independencia entre los mddulos de adaptaciones y el
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comportamiento base de los programas, asi como de otras adaptaciones. Las
adaptaciones se incorporan a un sistema durante la ejecucion, mediante la re-
composicion dinamica del sistema; de esta manera, el modelo de composicién
dinamica utilizado en cop reifica la arquitectura de adaptacion de monitoring,
analysis, plan, execute (MAPE) (Rutten et al., 2017).

Para implementar sas capaces de adaptar su comportamiento a situaciones
desconocidas, en los ejemplos a continuacion utilizamos el lenguaje de Context-
Traits (Gonzélez et al., 2013), una extension de ECMAScript que permite adap-
taciones dinamicas. Sin embargo, noétese que los conceptos que desarrollaremos
no son especificos de este lenguaje y son aplicables a sAs en general. Hay tres
conceptos principales detras de las adaptaciones dindmicas en cop: contextos,
variaciones de comportamientoy activaciones de contexto. Los contextos corres-
ponden a objetos (p. ej., entidades de primera clase del sistema) que represen-
tan situaciones del entorno de ejecucion capturadas por variables del sistema
(p-¢j., el estado) o eventos externos monitoreados por sensores. Siempre que
se cumplan las condiciones especificas del entorno para los contextos, se dice
que estos se encuentran activos; de lo contrario, estaran inactivos.

Por ejemplo, en el caso del asistente de navegacion para un vehiculo, el
contexto closeProximity en el algoritmo 1 define la situacion en la que un
vehiculo se acerca a otro vehiculo delante de este.

closeProximity = new cop.Context ({
description: “vehicle in close proximity?”

)

Algoritmo 1. Definicion estatica de un contexto en Contextlraits

Cada contexto esta asociado a un conjunto de variaciones de comporta-
miento (p. ej., métodos) que especifican adaptaciones al comportamiento base
del sistema. Por ejemplo, en el algoritmo 2 se define el comportamiento especia-
lizado para gestionar la proximidad a un vehiculo, al adaptar de forma efectiva
el comportamiento base drive (p. ¢j., continuar en linea recta), definido para el
vehiculo, con nuevas acciones por ejecutar en su lugar —steerLeft() y steer
Right()—, que permitan girar para evitar el vehiculo que esta delante. El con-
texto detectado closeProximity se asocia con su comportamiento por medio
de la abstracciéon adapt, como se muestra en la linea 7 del algoritmo 2.
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1 closeProximityBehavior = Trait ({

2 drive: function () {

3 steerLeft()

4 steerRight()

5 h

6 1)

7 closeProximity.adapt(vehicle, closeProximityBehavior)

Algoritmo 2. Variacion de comportamiento definida para evitar vehiculos lentos delante

A medida que los contextos se activan, sus variaciones de comportamiento
se asocian con el sistema y se presentan disponibles para la ejecucion, es decir,
las variaciones seran el comportamiento observable del sistema. Internamente,
al activarse un contexto, sus variaciones de comportamiento asociadas se com-
ponen con el sistema en ejecucion. La desactivacion del contexto retira todas las
variaciones de comportamiento asociadas con el contexto del sistema en tiempo
de ejecucion. En ambos casos, el comportamiento del sistema se adapta de
forma dinamica. El contexto closeProximity se activa y desactiva, como se
muestra en el algoritmo 3, basado en la informacién del sensor de proximidad.

if(proximitySensor.receive() < 300)
closeProximity.activate()
else
closeProximity.deactivate()

Algoritmo 3. Condiciones de activaciones de contextos

Aprendizaje por refuerzo

En el r1, los agentes inteligentes aprenden a mapear situaciones del entorno
(estados del entorno) sobre acciones, para maximizar una sefial de recompensa
numérica que reciben del entorno a largo plazo (Sutton y Barto, 2018). Los
agentes de RL estan definidos por: S, el espacio de estados, formado por todos
los estados relevantes del entorno; A, el espacio de acciones, es decir, el conjunto
de todas las acciones que un agente puede ejecutar y que afectan al entorno; y la
recompensa 1, la sefial numérica que codifica el impacto positivo o negativo de
la accién en cada paso de ejecucion.
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El aprendizaje Q (Watkins y Dayan, 1992) es una implementacion libre de
modelo muy utilizada en RL. La calidad a largo plazo de una accién realizada
en un determinado estado se calcula de forma iterativa en una serie de pasos y
esta representada por un valor Q (s, a). Formalmente, cada paso de ejecucion ¢
captura informacién del entorno y la asigna a un estado s, € S de su espacio de
estados. A continuacion, selecciona una accién a, € A de su espacio de accio-
nes y la ejecuta. El agente recibe una recompensa r, del entorno, cuando pasa
al siguiente estado s, € S. La recompensa se utiliza para actualizar la optima-
lidad de realizar la accién a, en el estado s,. El objetivo del agente es aprender
una politica (p. ej., la accion mas adecuada para cada estado) que maximice la
recompensa del comportamiento a largo plazo. La tasa de aprendizaje o deter-
mina qué tanto las nuevas experiencias sobrescriben las experiencias aprendi-
das con anterioridad, y el factor de descuento y determina cudnto se descuentan
las recompensas futuras para que los agentes prioricen las acciones inmediatas
y puedan planificar las mejores acciones a largo plazo. En cada paso de tiem-
po t, el valor Q de una accién a, tomada en el estado s, se actualiza mediante la
ecuacion de aprendizaje de Bellman, como se observa en la siguiente ecuacion.

valor Q
l recompensaV rFactor de descuento l

Q(St+1’ at+1) < Q(St’ at) T [rt+1 i m(?X Q(Stﬂ’ a) - Q(St’ at)]

J ; maximo Q valor en

el siguiente estado

taza de aprendizaje

Opciones en aprendizaje por refuerzo
Las opciones (Sutton et al., 1998) o macroacciones en RL son acciones exten-
didas temporalmente, que se utilizan para acelerar el aprendizaje, o minimizar
los periodos de rendimiento suboptimo durante exploracion del entorno, e in-
corporar acciones a diferentes niveles de granularidad. Las opciones son ade-
cuadas para aprender e integrar secuencias de acciones en sistemas adaptativos
basados en cop. Las adaptaciones en cop responden a cambios en el contexto,
de forma similar a como se aprenden las acciones en condiciones observadas
en el entorno.

Dentro del modelo de ejecucion de rRL, una opcion codifica secuencias de
acciones atomicas ejecutadas por el agente en acciones temporalmente exten-
didas. Las opciones se definen por tres componentes: una politica 7, que es la
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correspondencia entre el espacio de estados S y el espacio de acciones A; una
condicién de inicio (p. ej., espacio de estados para comenzar la opciéon) IS,y
una condicién de terminacion, que determina la longitud de la opcién. Existen
numerosas formas de construir opciones a partir de acciones atdmicas (Elfwing
etal., 2004; Girgin y Polat, 2005; McGovern y Sutton, 1998; Randlev, 1998; Stolle
y Precup, 2002). En este trabajo, en particular utilizaremos técnicas estrecha-
mente relacionadas con el cumplimiento de submetas (Stolle y Precup, 2002) y
los comportamientos (Girgin y Polat, 2005).

Aprendizaje de multiples objetivos

El aprendizaje Q utiliza una tnica fuente de recompensa, esto es, permite op-
timizar un unico objetivo del sistema. Para aprender multiples objetivos, es
posible implementar varios procesos de aprendizaje Q; sin embargo, como un
agente solo puede ejecutar una accion a la vez, es necesario afadir un método
de arbitraje que resuelva cual de los procesos de aprendizaje Q, es decir, cual de
los objetivos del agente, toma el control de la ejecucion de la accién. El apren-
dizaje W (Humphrys, 1995, 1996) proporciona ese mecanismo. En cada paso de
tiempo, cada proceso de aprendizaje Q propone una accién ejecutable, la mas
adecuada para el objetivo que representa. Al implementar el aprendizaje W, los
agentes también aprenden, en términos de recompensas recibidas para cada uno
de los estados, la importancia de la seleccion de su accién propuesta en con-
traposicion a las acciones propuestas por otros agentes. Dicha importancia se
expresa como un valor W(s), aprendido por cada agente de aprendizaje Q para
cada estado. El agente con el maximo valor W tiene prioridad en el siguiente
paso temporal al ejecutar la accién propuesta.

Aprendizaje y generacion de adaptaciones

Esta seccion presenta el disefio de Auto-cop (Cardozo y Dusparic, 2018, 2022,
2023), nuestra solucion para la generacion de adaptaciones para sas. Primero,
presentamos la funcionalidad de alto nivel de Auto-cop y, luego, describimos
sus dos componentes principales: (1) el aprendizaje de secuencias de acciones,
mediante opciones de RL, y (2) la generaciéon de adaptaciones basadas en las
opciones aprendidas.
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Generacion de adaptaciones
En el desarrollo de los sas, la informacion de las adaptaciones y los estados en las
que deben suceder puede no estar disponible o no ser conocida de antemano por
los desarrolladores. Esto limita la adaptabilidad del sistema al comportamiento
conocido y especificado. Ademas, es dificil saber si las adaptaciones predefini-
das corresponden realmente al comportamiento mas apropiado para el estado
actual, ya que es posible que el entorno evolucione durante la ejecucién. Para
abordar estos problemas, Auto-cop permite la generacién dinamica de adapta-
ciones basadas en ejecuciones previas del sistema y la interaccion con el entorno.
El proceso para la generacion de adaptaciones en Auto-cop se muestra en
la figura 2.1. Las acciones ejecutadas por el sistema generan una traza de eje-
cucion de acciones. El origen de estas acciones puede ser un comportamiento
predefinido, la intervencion de usuarios (p. ej., acciones atomicas) o acciones
generadas por otros procesos (p. ej., adaptaciones). La traza de las acciones eje-
cutadas se utiliza como entrada para el modelo de aprendizaje de opciones Rr,
que aprende las secuencias de acciones mas adecuadas para las condiciones es-
pecificas del entorno. Estas secuencias se utilizan como entrada para el gene-
rador de adaptaciones, que las empaqueta en adaptaciones reutilizables, lo que
define un contexto a partir del estado del sistema y las variaciones de compor-
tamiento de dicho contexto con base en las opciones aprendidas.

(" SISTEMADEADAPTACION ) AMBIENTE
Sistema/acciones Ejecuta (accion) TRAZA DE EJECUCION
atomicas del usuario g Estado 1-accion 1
s ~ Estado 2-accion 2
MOTOR DE ADAPTACION _ - Estado 1-accion 3
Generador de EJeCUta (adaPtaC'On) Estado 3-accion 2
adaptaciones Estado 1-accion 1
Estado 2-accion 2
Parejas estado-opcion Estado 1-accion 3
Estado 3-accion 2
_ Secuencias
APre”d'Zaje de de acciones Contexto A-adaptacion A
Opciomes RL - > Contexto B-adaptacion B
. / Estado 3-accion usuario 4

- v

Figura 2.1. Modelo del proceso de aprendizaje de adaptaciones

Fuente: elaboracion propia.
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Aprendiendo opciones

El aprendizaje de opciones es un proceso que se lleva a cabo a lo largo de la
ejecucion del sistema. Para aprender opciones, observamos el conjunto de es-
tados S del entorno (p. ej., variables monitoreadas), los cuales seran candidatos
para convertirse en contextos, y el conjunto de acciones A (atdmicas u opciones
aprendidas), que pueden ejecutarse para cada estado. El médulo Aprendizaje
de opciones RL aprende un conjunto de opciones O, que contiene un mapa de
todos los estados s; €S, asociados a un conjunto de secuencias de acciones, defi-
nidas como opciones O, disponibles para su ejecucion en ese estado. Todos
los conjuntos de opciones O, estdn inicialmente vacios, ya que las opciones se
aprenden durante la ejecucion. Los conjuntos de opciones O, se procesan en
pequeiios lotes de tamafio batchSize. Usamos el procesamiento por lotes, ya
que el procesamiento después de cada paso de ejecucién puede ser costoso y
tener un efecto insignificante en las opciones generadas. Las lineas 4-15 del al-
goritmo 4 muestran el pseudocddigo con los detalles del proceso.

1S :=4{s1, ..., sn} ; A :=+4al, ..., am} ; O :
= {{s1, @}, ..., {sn, @}} ; lastBatchEnd := 0

2 //EXTRACCION DE OPCIONES

3 while(true){

4 AtomicActionLog:=write(si, ai, r(si, ai))

5 if(timestep t mod batchSize == 0){

6 //Construir opciones de lotes de funciones en la
traza de ejecucion (Log)

7 for(i=lastBatchEnd; i<logSize; i++){

8 loggedState := readlLoglLine(i, statePosition)
//0btener estado en el log

9 for(j=0; j<maxOptionLength&&!goalReached; j++)

10 actionSequencei += readlLoglLine(i+j, action

Position) //Obtener acciones
11 h
12 0i := {loggedState, actionSequencei} ; 0.add(0i)
13}
14 TlastBatchEnd := logSize
15 1}
16 //GENERACION DE ADAPTACIONES
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17 ReinforcementlLearning.initialize(S, 0)
18 currentState := sensekEnvironment()
19 if(contextAdaptationAvailable(currentState)) {
//seleccion de opciones
20 selectedOption := currentState.pickAnOption(E)
//epsilon-greedy

21 currentState. activate ()
22 execute(selectedOption) //ejecutar la adaptacion
23 currentState. deactivate ()

24 ReinforcementlLearning.updateOption(S, O,
r(currentState, selectedOption))
25 } else { //no hay opciones disponibles, ejecute la
accion atomica

26 atomicAction := currentState.pickAction()

27 execute(atomicAction)

28 }

29 newCOPAdaptation := generate(currentState,
highestQOption)

30 0.add(newCOPAdaptation)

31 %

Algoritmo 4. Proceso continuo para la generacion de adaptaciones

Durante las primeras fases de ejecucion, solo se ejecutan acciones atomicas
(predefinidas o ejecutadas por usuarios), ya que el sistema no dispone de adap-
taciones generadas a partir de opciones. La ejecucion de cada accion se registra
en la traza de ejecucion del programa (p.ej., el Log) junto con el estado en las
que la accion se ejecutd (ala derecha en la figura 2.1). Para cada accién también
registramos la recompensa del efecto de la accién en el estado actual. Esta re-
compensa, r(s, a;), puede tener multiples fuentes. Por ejemplo, si las acciones
subyacentes se aprenden mediante un sistema basado en RL, la recompensa co-
rresponde a la que se obtiene del entorno. Silas acciones las ejecuta un ser hu-
mano, es posible asociar a cada una de ellas una recompensa positiva fija, bajo
el supuesto de que tales intervenciones son realizadas por expertos. Por tltimo,
puede darse una recompensa constante (p. ej., 1) cada vez que se encuentre un
par estado-accién, suponiendo que las acciones que se ejecutan con mas fre-
cuencia son las mas adecuadas.
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El resultado de este proceso es O, el mapa de todos los estados identifica-
dos en la traza de ejecucion, los cuales se consiguen por medio de la funcién
readLoglLine, que obtiene la informacién guardada dentro de la traza de eje-
cucion. Cada estado esta asociado a un conjunto de secuencias de opciones con
tamafio entre 1 (p.ej., una acciéon atémica) y la longitud maxima de opcién n;
esta puede especificarse externamente, ser calculada de forma experimental,
teniendo en cuenta la frecuencia y la utilidad de las secuencias registradas, o
fijarse en el nimero maximo de acciones necesarias para alcanzar un estado
especifico en el sistema. El algoritmo 5 ilustra un ejemplo genérico de posibles
secuencias de acciones generadas para los estados stateVariablesSetly
stateVariablesSet2.

1 state: [stateVariablesSetl]

2 reward:1 -> actions: [“action3”]

3 reward:4 —> actions: [“action3”, “actionl?”]

4 reward:10 -> actions: [“action3”,
“actionl”,”adaptationl”]

5 reward:10 -> actions: [“action3”, “actionl?”,

“adaptationl”, “actionud”]

7 state: [stateVariablesSet2]
reward:11 -> actions: [“actionl”]
9 reward:17 -> actions: [“actionl”, “adaptationl?”]

(o6}

Algoritmo 5. Secuencias de acciones extraidas como un conjunto ordenado (O)

Note que cada estado puede contener multiples opciones extraidas, y es po-
sible que las secuencias de acciones incluyan opciones generadas previamente
(acciones adaptation en el fragmento de c6digo). Sin embargo, la mayoria de
las opciones extraidas seran inadecuadas para la adaptacion, ya que podrian no
llevar a un estado correcto. Auto-cop reduce las opciones, para seleccionar una
unica opcién como el comportamiento mas adecuado para cada estado (p. ej.,
contexto), el cual utilizamos para generar una adaptacion.

Generacion automatizada de adaptaciones

El médulo Generador de adaptaciones en Auto-cop toma como entrada
las diferentes opciones generadas para cada estado explorado y utiliza un pro-
ceso para aprender la opcién mas adecuada, con el fin de ejecutarla como una
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adaptacion al comportamiento del sistema. Este proceso de generacion se es-
pecifica en las lineas 17-30 del algoritmo 4. Para cada opcidén ejecutada en un
estado (p.ej., currentState), registramos la recompensa de ejecutar la op-
cion mediante actualizaciones estandar de Q-learning (estado, accién, recom-
pensa), con el objetivo de maximizar el rendimiento del sistema a largo plazo.
Luego del proceso de exploracion, las opciones propuestas como adaptaciones
son aquellas con un valor Q mayor (p.ej., las mayores recompensas esperadas
alargo plazo) para cada estado. El modelo de recompensa de las opciones tiene
en cuenta la recompensa del sistema por alcanzar el estado final de la opcion.
Utilizamos este modelo porque nos interesa que el sistema alcance su objetivo
final; solo se consideran mas apropiadas las opciones que cierran la brecha entre
el estado actual y el estado objetivo. Las opciones con mayor recompensa son
las que se utilizan en el médulo Generador de adaptaciones, para producir
los objetos de contexto y las variaciones del comportamiento

1 ContextCurrentState = new cop.Context({name:
“currentState” })

2 BehavioralVariation = Trait({

3 option:function () {

4 //Secuencia de acciones aprendida

5 actionl();

6

7 actionn();

8 3

9 1);

10 ContextCurrentState.adapt(BaseSystem, Behavioral
Variation);

Algoritmo 6. Template de la generacion de adaptaciones

La definicion de contextos generados se muestra en la linea 1 del algoritmo 6.
Cada contexto recibe como nombre una cadena correspondiente al estado en el
que se debe ejecutar. La generacion de variaciones de comportamiento implica
la redefinicion del comportamiento base del sistema, mediante el uso de la se-
cuencia de acciones de la opcion seleccionada, tal y como se muestra en las li-
neas 2-9 del algoritmo 6. Por ultimo, también generamos la asociacion de las
variaciones de comportamiento con su respectivo contexto; esto se hace en
la linea 10 del algoritmo 6.
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Una vez se generan las adaptaciones, mientras el sistema sigue ejecutan-
dose, siempre que se detecte el estado asociado a una de estas (su contexto),
el sistema activa el contexto correspondiente ContextCurrentState.
activate(). Esto llama a la composicién de la variaciéon de comportamiento
asociada al contexto con el sistema en ejecucion. Una vez ejecutada la variacién
de comportamiento, el contexto se desactiva y el sistema vuelve a su compor-
tamiento base, ejecutando acciones atémicas.

Este proceso se desarrolla de forma continua durante la ejecucion del sis-
tema: las trazas se registran, se procesan por lotes en opciones y se explora su
idoneidad en interaccion con el entorno, para utilizar las opciones mas adecua-
das como adaptaciones. A medida que el sistema se ejecuta, las opciones ge-
neradas también pueden considerarse para la generacién de nuevas opciones,
lo que compone opciones dentro de opciones. Ademds, hay que tener en cuenta
que, silas condiciones del entorno cambian, la idoneidad de las adaptaciones ge-
neradas puede cambiar, y es posible que las nuevas opciones reciban una mejor
recompensa que las opciones utilizadas para generar las adaptaciones actuales
(p. ¢j., las adaptaciones obtienen una recompensa negativa, o se ejecutaran ac-
ciones atdmicas diferentes por los usuarios del sistema). Este proceso permite
la generacion continua de adaptaciones. De este modo, Auto-cop elimina la
necesidad de predefinir las adaptaciones en el momento del disefio y garantiza
que el sistema se adapte continuamente a medida que cambian las condiciones,
sin cambios manuales en el cddigo fuente.

Aprendiendo estrategias de composicion
Una vez generadas las adaptaciones de comportamiento del sistema, nos en-
contramos con el problema de cdmo manejar su combinacién. Cada una de
las adaptaciones es generada como el comportamiento mds apropiado para
un estado especifico del sistema; sin embargo, en los grandes sistemas, multi-
ples estados pueden estar presentes en un mismo momento de la ejecucién, y
el sistema debe responder con la mejor combinacién de adaptaciones posibles.
Dado que predefinir todas las posibles combinaciones de adaptaciones
para un sistema es imposible, junto con Auto-cop presentamos un novedo-
so enfoque de composicion de adaptaciones, ComInA, que aprende de forma
auténoma las interacciones entre adaptaciones, asi como las composiciones
de adaptaciones mas apropiadas para cada combinacion de contextos activos.
Este proceso se basa en w-learningy esta formado por: (1) agentes de contexto,
los cuales tienen la tarea de realizar una adaptacion especifica para cada con-
texto y aprender la idoneidad de otras adaptaciones disponibles en el sistema;
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(2) agentes de interaccion, cuya tarea es aprender como los contextos y las adap-
taciones afectan a un contexto determinado (p. ej., la relacion entre contextos);
y (3) compositor de contextos, que, con base en las aportaciones de los con-
textos, determina la adaptacion o combinacién que se debe ejecutar para cada
combinacion de contextos activos. Ahora, describiremos los algoritmos imple-
mentados por cada uno de los agentes.

Diseno de los agentes de contexto

ComlInA define un conjunto de agentes de contexto A , ..., A , para cada siste-
ma, implementados mediante un proceso de aprendizaje Q para cada contexto
¢, Inicialmente, cada agente tiene un conjunto de estados Sq ; que indican si
su contexto estd activo ¢, — 1 0 si esta inactivo ¢, — 0, y un conjunto de acciones
que contiene una unica adaptacion A = {a_}. a ; es la adaptacién necesaria para
el contexto c,. La definicién de la adaptacion, preespecificada o aprendida, es
irrelevante, solo requerimos que la adaptacion exista para la creacion del agente.
El proceso de aprendizaje de un agente de contexto se describe en el algoritmo 7.
Cada vez que el contexto c, estd activo, el agente A ; propone ejecutar la adapta-
cién a . Sin embargo, en funcién de otros contextos activos y de la decisién del
compositor de contextos, podrian ejecutarse otras adaptaciones. En tal caso, el
agente amplia su espacio de accidn con la adaptacion ejecutada (desconocida
antes) y aprende (mediante Q-learning) su impacto en su sistema. El conjun-
to de acciones del agente de contexto se construye en tiempo de ejecucion. Si
los agentes conocen otras adaptaciones en el sistema, estas pueden afectar las
preferencias a la hora de ejecutar las propias adaptaciones (p. ¢j., si se descubre
una adaptacién mejor).

1 Sq; = {c; -0, ¢; - 1}

2 A, = {ag}

3 QLearning.INITIALIZE(Sq;, A,)

4 while(true){ //Ejecucion continua del sistema

5 CurrentContexts[] := senseEnvConditions() //
evaluar el estado de los contextos en el ambiente

6 if Context C is in CurrentContexts[] {

7 nominateAdaptationToExecute(A;)

8 currentState:=c, - 1

9 } else {

65



INTELIGENCIA ARTIFICIAL

10 currentState:=c; - 0 // obtiene la recompensa
para el estado actual

11 reward := QLearning.getReward{currentState)

12 }

13 // si la adaptacion no se has visto anteriormente,
expanda el conjunto de acciones
14 execAdapt := getExecutedAdaptation()
15 if execAdapt is not in A;
16 A; = A; U execAdaptation
17 QLearning.update(prevState, execAdapt, reward)
//actualizacion de aprendizaje Q

18 3

Algoritmo 7. Definicion del agente de contexto y proceso de aprendizaje

Diseno de los agentes de interaccion
Los agentes de interaccion AW, ... AW_, definidos por contexto, aprenden cémo
su contexto interactda con otros agentes. Se implementan utilizando w-learning.
Elegimos w-learning como base de nuestro enfoque por su capacidad de codi-
ficar relaciones entre adaptaciones, sin que sus prioridades relativas sean pre-
definidas o codificadas en el momento del disefio (Cardozo et al., 2017). La
prioridad relativa inicial de las adaptaciones se expresa mediante recompensas
a los agentes de contexto; no obstante, durante la ejecucion del sistema, si la
adaptacion se “descuida” durante un tiempo, su valor W asociado acabara siendo
superior a otros valores W, e incluso las adaptaciones menos prioritarias se haran
con el control de la ejecucion, permitiendo un cambio dinamico de prioridades.
Ademas, el aprendizaje W permite implicitamente la deteccién de adaptacio-
nes complementarias. Por ejemplo, varias adaptaciones pueden ser adecuadas
para multiples objetivos, es decir, es posible que una adaptacion sea adecua-
da para otro contexto como “efecto secundario” de su ejecucion, aunque haya
sido designada para adaptarse a otro contexto. En tal caso, el valor W de am-
bos contextos sera bajo, ya que ninguno de ellos tiene que competir para eje-
cutar su adaptacion. Este tipo de interaccion permite detectar relaciones entre
multiples adaptaciones al aprender la mejor adaptacion o combinacion de ellas.
El proceso de aprendizaje de un agente de interaccion se describe en el al-
goritmo 8. Al principio, el espacio de estados de A ; es idéntico al espacio de
estados del agente de contexto, S, =S . El espacio de estado de los agentes
de interaccion se amplia en tiempo de ejecucion, a medida que se observan nuevos
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contextos. Esta expansion permite a los agentes aprender (cuantitativamente) el
impacto de aplicar la adaptacion preferida en el rendimiento del sistema, para
cada combinacion de contextos concreta. Por ejemplo, un agente de interaccién
para el contexto c1 podria ampliar su espacio de estado, en tiempo de ejecucion,
para representar todas las combinaciones activas/inactivas con el contexto c2
(stateswW=[“c1-0,c2-0”,”7c1-0,c2-1”,7cl-1,c2-0”,7cl-1,c2-1"]) y
aprender los valores W para cada una de las combinaciones.

Se observa que, en sistemas muy grandes, los agentes de interaccién no
monitorean todos los contextos activos; solo se monitorean los contextos que
afectan a los componentes parte de su propio contexto.

1 Sw; = Sq;

2 WLearning.initialize(Sw;)

3 while(true){ // ejecucion continua del sistema

4 //todos los contextos activos se convierten a un
estado

5 CurrentContexts[] := senseEnvConditions()

6 for ALl (Context c in cCurrentContexts)

7 currentWState += ¢

8 // si conoce el estado actual, obtiene su

importancia (w-valor)

9 if (currentWState is in Sw;) {

10 w := WLearning.getW(currentWState)

11 // nominar la accion de acuerdo al aprendizaje Q

12 WLearning.nominateAdaptation(w, a;)

13 } else {

14 // Si no conoce el estado actual, expandir el

conjunto de estados
15}
16 Sw; := Sw; U currentWState // actualizacion de

aprendizaje W
17 WLearning.update(prevWState, execAdapt, reward)
18 }

Algoritmo 8. Definicion del agente de interaccion y el proceso de aprendizaje
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Agentes compositores de contexto

ComlInA contiene al menos un agente compositor de contexto'. Este médulo
se encarga de componer adaptaciones seleccionadas procedentes de los otros
agentes. En cada paso de tiempo, un compositor de contexto recibe todos los
candidatos a adaptacion de los agentes de contexto y su impacto asociado de
los agentes de interaccion. Asi, se ejecuta la adaptacion con el valor W mas alto;
sin embargo, como parte de la exploracion, un compositor de contexto también
ejecuta composiciones de adaptaciones, variando sus combinaciones y orden,
para evaluar el impacto de las adaptaciones compuestas en el sistema. Estas
adaptaciones compuestas se consideran igual que las adaptaciones individuales
Y, por tanto, se afiaden al espacio de acciones de los compositores de contexto y
se aprende su idoneidad para un contexto concreto (p.ej., adapts=[“A1”,
“A2” "A1, A2” ”A2,A17]). Asi, con el tiempo, los agentes de contexto in-
dividuales pueden sugerir las adaptaciones compuestas mas adecuadas para
su contexto.

1 currentWState
while(true){// obtener adaptaciones preferidas de
los agentes de contexto

3 var adaptNominations[][], finalAdaptation

4 for A1l (Acl to Acn)

5 adaptNominations.push(Ac;.adaptation, w;)

6 maxAdapt := findMaxWvalue(adaptNominations)

7 if (exploring) // Intenta combinaciones de
adaptaciones

8 finalAdaptation = Ac;.adaptation U Acj.

adaptation

9 else

10 finalAdaptation := maxAdapt

11 finalAdaptation.execute()

12 3

Algoritmo 9. Seleccion y ejecucion de la composicion de contextos

1 Ensistemas pequefios, un inico compositor puede tener una vision de todos los agentes de
contexto e interaccion, mientras que, en grandes sistemas, multiples agentes estan a cargo
de un nimero limitado de componentes que cooperan como un sistema multiagente, con
el fin de garantizar un rendimiento global.
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Las adaptaciones se seleccionan con base en las interacciones aprendidas
mediante aprendizaje W, tanto en el contexto como en los agentes de interac-
cién. Las combinaciones propuestas se ejecutan a continuacion, utilizando la
estrategia de composicion basada en el orden de activacion de los contextos de
cop; no obstante, ComInA no fija la estrategia de composicion, sino que per-
mite definir continuamente estrategias de composicion basadas en los valores
W de los espacios de estado expandidos del agente.

Evaluacion del aprendizaje de adaptaciones
Ahora nos disponemos a mostrar la aplicacion del proceso automatizado para
aprender adaptaciones y su composicion dentro de sas, sin la necesidad de pre-
definir dichos comportamientos o interacciones. Notese que hasta el momento
esta es la primera solucion que permite dicho comportamiento para los sas.
En el desarrollo de la evaluacién, primero nos concentramos en la genera-
cion de las adaptaciones (p. ej., los contextos de ejecucion y las variaciones de
comportamiento). Luego mostramos como el sistema puede aprender la com-
posicion de las adaptaciones. Para la evaluacion, utilizamos un sistema de ges-
tion del transporte urbano.

Aprendiendo adaptaciones

Para evaluar la generacion de adaptaciones usamos como aplicacion un asisten-
te de navegacion para carros auténomos. En particular, evaluamos la utilidad y
correctitud de las variaciones de comportamiento generadas en los diferentes
estados (p. ej., contextos) en las que estas suceden.

Asistente de navegacion

El asistente de navegacion en una autopista de dos carriles utiliza cinco acciones
de intervencion atémicas para controlar los vehiculos: straight, steerRight,
steerlLeft, speedUpy slowDown (las ultimas acciones modifican la velocidad
actual en £10 km/h). El proceso de conduccion consiste en una serie de acciones
que se repiten con frecuencia en respuesta a las condiciones de la autopista. El
comportamiento base del sistema es manejar por el carril derecho de la auto-
pista. Para mantener un comportamiento adecuado en diferentes situaciones,
el sistema debe adaptar su comportamiento ejecutando nuevas secuencias de
acciones en situaciones particulares. Por ejemplo, la figura 2.2 muestra la situa-
cion cuando el vehiculo v1 se encuentra con v2, el cual maneja a una velocidad
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1- steerLeFt/Y \\ 1- steerLeFt// 2 - steerRight
VW& ﬁz 2 - steerRight i v3

Figura 2.2. Escenario para adelantar en el asistente de navegacion

Fuente: elaboracion propia.

inferior a la suya; v1 adelanta a v2 mediante las acciones steerLeft y steer
Right. Cuando se encuentra con el siguiente vehiculo, v3, realiza las mismas
acciones steerlLeft y steerRight.

El comportamiento esperado del sistema es circular por el carril derecho
y usar el carril izquierdo para adelantar, si el vehiculo de delante circula dema-
siado despacio. El vehiculo tiene tres objetivos: circular a la velocidad limite,
evitar chocar con otros vehiculos y no circular por el carril izquierdo. Utiliza-
mos el comportamiento del vehiculo con respecto a estos objetivos para medir
el rendimiento del sistema. Las métricas de evaluacion corresponden al nimero
de veces que el vehiculo choca, el nimero de veces que el vehiculo se equivoca de
carril y el numero de veces que el vehiculo supera el limite de velocidad. Las
tres métricas deben reducirse al minimo.

Para la aplicacion, desarrollamos un entorno de simulacién en JavaScript?.
Este consiste en una autopista de dos carriles de 500 km. El limite de velocidad de
la autopista es de 60 km/h. Otros vehiculos aparecen con una probabilidad del 10 %,
al menos tres pasos de tiempo después del ultimo vehiculo. Los vehiculos de
trafico circulan a una velocidad de 30 km/h (para que puedan ser adelantados),
siempre en el carril de circulacion (el carril derecho del entorno).

Ejecucion y resultados

Desarrollamos un algoritmo que aprende el comportamiento de conduccion co-
rrecto para el vehiculo a partir de las acciones atémicas. Observe que Auto-cop
es agndstico con respecto al origen de tales acciones en la traza de ejecucion
(p.€j., las acciones podrian generarse de las intervenciones humanas o automa-
tizadas mediante RL). Al utilizar RL para generar acciones atomicas, de manera
ocasional, el sistema ejecuta una accion errénea (cuando esta explorando), lo
que nos permite ilustrar como la generacion de opciones corrige esas acciones,
al producir adaptaciones a la ejecucion del sistema en lugar de limitarse a repetir

2 Véase https://github.com/FLAGlab/DrivingAssistant
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la traza de ejecucion. En el proceso (atdmico) de aprendizaje de acciones, el es-
pacio de estados del vehiculo es: la velocidad actual, que toma valores discretos
multiplos de 10 km/h en el intervalo [o, 70]; el carril actual, modelado como
o para conducir por el carril derecho y 1 para el carril izquierdo; y la proximi-
dad al vehiculo de delante, dividida en el intervalo discreto [1, 4], que describe
los pasos de tiempo para alcanzar al vehiculo de delante. Una proximidad de 4
indica que no hay ningun vehiculo delante, mientras que los valores 1, 2 y 3
denotan que hay un vehiculo en proximidad inmediata y que se producira un
choque en 1, 2 0 3 pasos de tiempo en el futuro, si no se toma ninguna medida.
El modelo de recompensa penaliza la colision (—8), la conduccién por el carril
equivocado (—5), conducir por encima del limite de velocidad (-6), conducir
demasiado despacio (—6) y proporciona una recompensa positiva cuando se
conduce por el carril correcto sin un vehiculo delante (8). La tasa de aprendi-
zaje o, se fija a 0,1; el factor de descuento Y a 0,6; y la seleccién de acciones es
€-greedy, con € empezando en 0,2 en la etapa de exploracion y reduciéndose a
0,001 en la etapa de exploracion.

Dejamos que el sistema de entrenamiento se ejecute durante 80oo pasos,
lo que genera una traza de ejecucion de 8000 acciones atomicas. En la traza de
ejecucion, para cada accion registramos el estado actual del sistema (speed,
lane, vehicle_proximity),laaccién (atdmica) ejecutada, el siguiente estado
después de ejecutar la accidn y la recompensa obtenida al ejecutar dicha accién.

Una vez registradas las trazas de ejecucion, ejecutamos la etapa de extrac-
cién de opciones (lineas 4-15 del algoritmo 4), para construir las posibles opcio-
nes (secuencias de acciones). Con base en la traza de ejecucion, en este paso
generamos 26 opciones de ejecucion en 13 estados diferentes. Solo se seleccio-
na una opcion en cada estado para generar la adaptacion adecuada. Note que
hay 72 estados en total en el entorno (de acuerdo con los valores posibles de las
tres dimensiones de estado). Sin embargo, algunos de los estados no tienen nin-
guna opcion asociada, dado que algunos estados no se experimentan durante
la exploracién (p. ej., no aparecen en la traza de ejecucion) y solo nos interesa
generar opciones para los estados en los que se requieren adaptaciones (inica-
mente cuando los objetivos del sistema no se cumplen). Si el vehiculo circula al
limite de velocidad correcto (60 km/h), en el carril correcto (o) y no hay ningtin
vehiculo delante (4), no es necesaria ninguna adaptacion.

VA



INTELIGENCIA ARTIFICIAL

Tabla 2.1. Espacio de estados para las opciones aprendidas y sus adaptaciones generadas

Estado N.° Secuencia de acciones Frecuencia

5001 1 {steerLeft(), speedUp(), steerRight()} 29
{steerLeft(), speedUp(), steerRight(),

5001 2 ) 3
steerLeft(), steerRight(D}

6001 1 {steerLeft(), steerRight()} 656

{steerLeft(), steerLeft(),

00T 2 steerRight ()}

{slowDown(), speedUp(), speedUp(),
6001 3 speedup(), straight(), 1
speedUp(), speedUp(), speedUp()}

{steerLeft(), straight(),
6001 4 steerRight(), steerLeft(), 1
steerRight()}

Fuente: elaboracion propia.

Para ilustrar este proceso, nos centramos en el ejemplo del comportamiento
de adelantamiento (no predefinido como accién atomica), cuando un vehiculo
aparece delante del vehiculo. La tabla 2.1 muestra todas las opciones extrai-
das para dos de esos estados. De forma intuitiva, adelantar a un vehiculo que
circula por delante se realiza mediante una secuencia de acciones atomicas; por
lo tanto, la adaptacion deseada en el estado [50,0,1] es la opcion numero 1 de la
tabla, ya que adelanta al vehiculo de delante a la vez que acelera hasta la velo-
cidad objetivo de 6okm/h, para terminar en el estado objetivo [60,0,4]. Del
mismo modo, en el estado [60,0,1] el comportamiento deseado es la opcion 1,
adelantar a un vehiculo sin ninguna accién adicional. De hecho, la frecuencia
de ejecucion de estas acciones en la traza de ejecucidn muestra que estas son
las opciones ejecutadas con mas frecuencia para estos estados; sin embargo, la
tabla también muestra opciones adicionales generadas para estos. Estas opciones
se ejecutan con menor regularidad durante la exploracién. Aunque no podemos
asociar estas trazas a una situacion exacta durante la ejecucion, especulamos que
la opcién 2 en el estado [50,0,1] y la opcién 4 en el estado [60,0,1] se deben a
que el vehiculo se encontré con un vehiculo de trafico en su carril inmediata-
mente después de adelantar a un primer vehiculo, lo que resulta en tener que
repetir la secuencia {steerLeft(), steerRight()} una vez mas. Parala op-
cion 3 en el estado [60,0,1], especulamos que la primera accion incorrecta en
la secuencia {slowDown()} result6 en el choque del vehiculo, lo que dio lugar
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a una velocidad de o, a partir de la cual el vehiculo ejecuté speedUp() 6 veces
para alcanzar el objetivo [60,0,4]. La generacion de adaptaciones deberia ser
capaz de identificar estas secuencias como inadecuadas y aprender a extraer la
opcion 1 en una adaptacion, para cada uno de los estados.

La lista de opciones extraidas, los estados y sus secuencias de acciones aso-
ciadas son la entrada para el proceso de aprendizaje (adaptation generator), en
el que exploramos las opciones mas a fondo a través de RL, para identificar qué
opcion es la mas adecuada para el sistema (lineas 17-30 del algoritmo 4). Para
generar adaptaciones, utilizamos el mismo espacio de estados, recompensas
y parametros de aprendizaje que para la generacion de las acciones atomicas;
no obstante, en este caso, permitimos el uso de todas las opciones disponibles
para cada estado, junto con las opciones de aprendizaje y las cinco acciones
atémicas. La opcion con la mayor recompensa se selecciona para generar una
adaptacion para el estado dado mediante cop. Evaluamos y presentamos el ren-
dimiento del sistema en la etapa de exploracion, al comparar el rendimiento de
solo el uso de las acciones atomicas y las combinaciones de acciones atomicas
y adaptaciones generadas.

La figura 2.3 muestra la eficacia de las adaptaciones generadas, medida
por el rendimiento respecto a los tres objetivos del sistema, al comparar la im-
plementacion de acciones atdmicas y las adaptaciones generadas. Primero, se
compara la cantidad de acciones ejecutadas entre los dos sistemas, durante los
8000 pasos de ejecucion; cuantas mas acciones atomicas ejecutadas, mas adap-
taciones utiliza el agente, lo que revela su idoneidad. La figura 2.3a muestra la
cantidad de acciones ejecutadas por el vehiculo al utilizar las adaptaciones ge-
neradas frente a las acciones atomicas. Se ejecutan un total de 1992 adaptacio-
nes para los 8000 pasos de ejecucion (p. ej., puntos de decision), lo que resulta
en un total de 15516 acciones atomicas ejecutadas frente a las 80oo acciones
atdmicas en la implementacion sin adaptaciones (ya que solo es posible ejecu-
tar una accion atomica por paso de ejecucion). Por lo tanto, confirmamos que
el uso de opciones genera secuencias de acciones adecuadas y que el sistema
aprende a utilizarlas como adaptaciones para mejorar su comportamiento, casi
con el doble de eficacia de la ejecucion del sistema o con la mitad de interven-
ciones necesarias.

En segundo lugar, comparamos la correccion de usar Auto-cop frente a
acciones atomicas. La figura 2.3b muestra el comportamiento resultante de las
adaptaciones generadas, en funcién del nimero de violaciones a los objetivos
incurridas por el vehiculo; cuantas menos violaciones, mas correcto es el com-
portamiento. Asi, observamos que hay muchas menos infracciones de carril (4)
cuando se utilizan adaptaciones que cuando se emplean acciones atomicas (34).
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Asimismo, el vehiculo presenta un evento de colisién adicional (3 colisiones) en
comparacion con la ejecucion de acciones atémicas (2 colisiones). Esto puede
explicarse desde dos perspectivas. En primer lugar, al utilizar adaptaciones,
ejecutamos efectivamente casi el doble de pasos que en el caso de las acciones
atomicas, por lo que hay mas del doble de vehiculos en circulacion (1497 en lugar
de 692). Mientras que la cantidad total de choques aumenta, su porcentaje dis-
minuye en 0,25 %. Esto constituye una mejora con respecto al comportamiento
del sistema base. En segundo lugar, tras una inspeccion mas detallada de la
traza de ejecucion, observamos que dos de los choques se producen durante
la ejecucion de acciones atdmicas y no como consecuencia de la ejecucion de las
adaptaciones (como se sefiald, el comportamiento final del sistema que imple-
menta adaptaciones es una combinacion de acciones atdmicas y adaptaciones,
ya que no todos los estados tienen adaptaciones asociadas). Por tanto, la can-
tidad de choques se reduce en un 50 % al utilizar las adaptaciones generadas.
Por ultimo, observamos que el nimero de infracciones de los limites de velo-
cidad aumentd con respecto al caso en el que se utilizaron acciones atémicas,
que super? el limite de velocidad 8 veces, frente a una infraccion del limite de
velocidad de las adaptaciones. Podemos concluir que el uso de adaptaciones
generadas es beneficioso para el rendimiento del sistema, ya que las infraccio-
nes en las tres métricas disminuyen de forma significativa.

N.° de pasos

16 000 15516 35 34
12000 26
8
8000 8
8000 o 18
©
z
4000 9 8
4
3
s |
0 0
Acciones ejecutadas Colisiones Carril incorrecto  Exceso de velocidad
B Adaptaciones generadas Acciones atomicas W Adaptaciones generadas Acciones atomicas
(a) NUmero de acciones ejecutadas b) Comportamiento correcto

Figura 2.3. Correctitud y utilidad del comportamiento generado por las adaptaciones

Fuente: elaboracion propia.
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Como un ejemplo, las adaptaciones generadas para el estado [50,0,1] (con-
texto BAContext5001) se muestran en el algoritmo 10, las cuales coinciden
correctamente con el comportamiento de adelantamiento deseado.

1 Context5001 = new cop.Contexto({ name:
“Context50017})
BAContext5001 = Trait ({
option: function (){
this.steerLeft();
this.speedUp();
this.steerRight();

)
Context5001.adapt (agent, BAContext5001)

O 00 J O o F wnN

Algoritmo 10. Adaptacion generada para el estado [50,0,1]

Para integrar las adaptaciones generadas utilizamos cop, que adecua efi-
cazmente el comportamiento de la aplicacion: asi, pasa de usar acciones atomi-
cas a variaciones de comportamiento. El algoritmo 11 muestra la definicion del
vehiculo base (lineas 1-7), junto con el comportamiento global del asistente
de conduccién. Para cada paso, de acuerdo con el estado actual, elegimos una
accion (lineas 10-13). Si el estado actual no tiene una adaptacion asociada, eje-
cutamos una accion primitiva. Si el estado tiene una adaptacion asociada, en-
tonces se ejecuta la variacion de comportamiento correspondiente en la funcién
option(). Para ejecutar la adaptacion, seguimos el proceso de adaptaciones
dinamicas utilizadas en cop. En primer lugar, activamos el contexto que repre-
senta el estado actual (linea 15). Esto compone la variacién de comportamiento
asociada al contexto con el sistema. En nuestro ejemplo, para el estado [50,0,1],
la variacién de comportamiento en el algoritmo 10 se compone con el sistema.
El efecto de esta composicion es que ahora se tiene una funcién option() de-
finida. Luego, utilizamos la variacién de comportamiento para llamar a la op-
cion generada (linea 16). Por altimo, el sistema pasa a un nuevo estado, como
consecuencia de la ejecucion de la opcion, y el contexto se desactiva (linea 17).
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1 class Agent {

2 speedUp() { ... }

3 slowDown() { ... }

il steerRight() { ... }
5 steerLeft() { ... }
6 straight() { ... }

7 3

9 while (true) {
10 if(gtable[ this .currentState])

11 action = gtable[ this .currentState]
12 else

13 action = this.randomAtomicAction()

14 if (action >= Agent.actions.length) {

15 eval(’Context${state}’.activate ())
16 agent.option()

17 eval(’Context${state}’ .deactivate ())
18 } else

19 eval(’agent.${actions[action]}’())

20 }

Algoritmo 11. Integracion de las adaptaciones generadas mediante COP

Composicion de adaptaciones en un sistema de transporte

La segunda aplicacion de la validacion TranCity es una aplicacion para el con-
trol del servicio de transporte de una ciudad. El comportamiento base de Tran-
City permite supervisar los servicios de autobus de una ciudad, observando la
ocupacion del sistema (autobuses y estaciones), la frecuencia de autobuses, el
numero de autobuses que operan en una rutay el estado de las carreteras (p. ej.,
si estan bloqueadas). La figura 2.4 muestra una vista de TranCity y resalta la
ruta utilizada en la evaluacion (Rg4).

Como las condiciones de movilidad en la ciudad estan en continuo cambio,
el sistema necesita tomar medidas que modifiquen el comportamiento béasico
de TranCity en funcién del contexto de ejecucion. Por ejemplo, si una estacion
supera su capacidad, se activa un contexto y se ejecutan las adaptaciones aso-
ciadas. La tabla 2.2 presenta los contextos y su variacién de comportamiento
asociada utilizados en la evaluacion.
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Durante la ejecucion del sistema, varios contextos pueden activarse de
forma simultanea. El sistema debe decidir qué adaptacion o combinacion
de adaptaciones es la mejor para maximizar el rendimiento.

R1

R3

R5

R6

v @ simulation

Play

v g Buses

Add bus

v if‘ Stations

Move

S1

S2

S4

S5

S7

S8

S10

S11

S13

S14

S16

S17

\

Figura 2.4. Rutas de bus en el sistema de TranCity

Fuente: elaboracion propia.

Tabla 2.2. Contextos y sus variaciones de comportamiento asociadas

Contexto Variacion de comportamiento
FullBus Saltar la proxima estacion, enviar un bus a la estacion llena.
) Cerrar la estacion, enviar un bus, redirigir los pasajeros a otras
FullStation .
estaciones.
DepotEmpty Retornar un bus al parqueadero.

Fuente: elaboracion propia.
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Escenarios y parametros
Evaluamos el comportamiento y el rendimiento de la combinacién de adapta-

ciones en los siguientes escenarios especificos. Cada escenario se ejecutd du-
rante 5000 episodios de aprendizaje, de los cuales dos tercios de los episodios
se dedicaron a, por ejemplo, aprender los valores Q y W, y un tercio a explorar
el comportamiento aprendido.

Escenario 1: adaptaciones independientes/complementarias, en el que
los contextos FullBus y FullStation pueden estar activos de for-
ma simultanea.

Escenario 2: adaptaciones conflictivas, en el que los contextos Depot
Empty y FullStation pueden estar activos de forma simultanea.

En cada uno de los escenarios, comparamos el rendimiento de tres varia-
ciones, dos alternativas de composicion por medio de ComInA y la adaptacion
predefinida:

ComlInA individual. El sistema decide dinamicamente qué adaptacion
ejecutar para uno de los contextos activos.

ComlInA componible. El sistema puede ejecutar alguna de las adap-
taciones individuales o una composicion de las adaptaciones asocia-
das a ambos contextos.

Adaptacion predefinida. El comportamiento base proporcionado por
enfoques existentes. La adaptacion que se ejecuta en caso de mualti-
ples contextos activos esta predefinida. Nosotros tenemos dos lineas
de base, una para cada uno de los dos contextos activos, siendo siem-
pre un “ganador” predefinido.

El rendimiento del sistema se mide a través de dos métricas:

El nimero de alertas de contexto, donde menos alertas significa un me-
jor rendimiento. Las alertas de contexto se producen como resultado
de un funcionamiento anormal del sistema. Estas pueden provenir de
un aumento/disminucién de pasajeros en los autobuses/estaciones;
sin embargo, las alertas no resueltas seguirdn produciéndose en cada
paso de tiempo hasta que se resuelvan. Las estrategias de adaptacion
efectivas tendran un menor nimero de alertas.

Retraso de los pasajeros, calculado en cada paso temporal como la di-
ferencia entre el retraso acumulado total de todos los pasajeros en el
paso temporal t y el retraso que experimentaron en el paso temporal
anterior f — 1. Idealmente, si el sistema funciona sin problemas, el re-
traso adicional introducido en cada paso temporal es o.
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La combinacién de las implementaciones de ComInA, comparado con las
lineas base, permite evaluar si aprender la composicion de adaptaciones efecti-
vamente mejora el rendimiento del sistema, contra usar reglas de composiciéon
predefinidas. En particular, observamos si ComInA puede detectar relaciones
entre adaptaciones activas de forma simultdnea y aprender a componerlas o a
ejecutar solo una de ellas.

Ejecucion y resultados
Para el escenario 1, la figura 2.5 muestra el retraso de los pasajeros y la tabla 2.3
presenta el nimero de alertas lanzadas.

800
600
400

200

Pasos de ejecucion

Demora para todos los pasajeros (en minutos)

—— Adaptaciones individuales —— Adaptaciones componibles

Figura 2.5. Demora por cada paso de tiempo para el escenario 1

Fuente: elaboracion propia.

Tabla 2.3. NGmero de alertas de contexto en el escenario 1

ComlnA ComlnA Predefinidas

individual componible BusStation
FullBus 2170 1766 1236 3315
FullStation 303 234 175 477
Ambos 173 109 48 320

Fuente: elaboracion propia.
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Intuitivamente, las adaptaciones para los dos contextos FullStationy
FullBus son compatibles o complementarias, ya que ambas envian un bus adi-
cional desde el parqueadero hasta una estacion especifica. Ademas, la adaptacion
FullStation cierra la estacion para los nuevos pasajeros, hasta que se libere
la capacidad. Observamos un mejor rendimiento general cuando se permite la
composicion de las dos adaptaciones (en términos de menor retraso maximo
y nimero de alertas) al caso donde el sistema tiene que elegir una sola adapta-
cion para ejecutar (el descenso del retraso alrededor del paso 3700 correspon-
de a que el sistema pasa a explorar las composiciones aprendidas). De igual
manera, se observa que en 5000 pasos el numero de veces que los contextos
FullStation y FullBus se activan simultdneamente varia entre 48 y 320, lo
que indica la frecuencia de estas situaciones y la necesidad de enfoques dinami-
cos para resolverlas. También observamos que en la implementacion base, en
la que solo se ejecuta la adaptacion FullBus, se produce el menor retraso pro-
medio de los pasajeros (que oscila en los 15 minutos, frente a 300 minutos en
el caso compuesto) y el menor nimero de alertas. Si bien los resultados mues-
tran un mejor rendimiento global, dar siempre prioridad a la adaptaciéon Bus
podria desequilibrar el sistema. Para detallar mejor el impacto a nivel de pa-
sajero, bus o estacion, se debe incluir una métrica de equidad, lo que evita que
solo se cumpla una adaptacion.

Para el escenario 2, la tabla 2.4 muestra el numero de alertas emitidas. In-
tuitivamente, la relacion entre las adaptaciones asociadas a los contextos Full
Station y DepotEmpty son conflictivas, ya que una requiere del envio de un
bus a una estacion y la otra, retirar el bus del sistema para que sirva de reserva
de emergencia en el parqueadero. Por lo tanto, para este escenario no propor-
cionamos una solucion base al ejecutar una adaptacion, dado que retirar buses
continuamente del sistema eliminaria el servicio completo. En términos de re-
traso (durante la exploracién), ambas implementaciones consiguen una métri-
ca estable; no obstante, en términos de alertas lanzadas, permitir adaptaciones
compuestas es mas de un 20 % peor en todos los tipos de alertas. Esto indica
que las métricas del sistema identifican correctamente que las adaptaciones son
conflictivas y no deben componerse, a diferencia del escenario 1, en el que las
adaptaciones compuestas mejoraron el rendimiento.

80



USO DEL APRENDIZAJE POR REFUERZO

Tabla 2.4. Nimero de alertas de contexto para el escenario 2

ComlnA individual ComlnA componible
FullStation 2380 2761
DepotEmpty 713 1055
Compuestas 623 981

Fuente: elaboracion propia.

Conclusion

Este estudio presenta el beneficio de usar sistemas de aprendizaje aplicados al
caso de la ingenieria de software, en general, y a los sAs, en particular. Mas aun,
por medio de técnicas de RL, proponemos una solucién a un problema hasta
ahora abierto en los sas: adaptarse a situaciones completamente desconocidas
(unknown-unknowns).

Para lograr la adaptacion del sistema a situaciones desconocidas formu-
lamos una solucién que genera adaptaciones y su mejor composicion, a partir
del conocimiento adquirido por medio de interacciones con el ambiente. El RL
se utiliza para detectar los estados en los cuales se requiere una adaptacion y
las secuencias de acciones asociadas a dichos estados. Las secuencias de accio-
nes se seleccionan utilizando el concepto de opciones o macroacciones, lo que
promueve la mejor secuencia de acciones para un estado dado. Las secuen-
cias de acciones y los estados en los que deben tener efecto se generan como
adaptaciones de cop, definidas respectivamente como variaciones de compor-
tamiento y contextos. De esta forma, se crean médulos que dan la flexibilidad
para componer y descomponer dinamicamente, con el fin de adaptar el com-
portamiento del sistema sin que este sea prescrito. Una vez generadas las adap-
taciones individuales, proponemos un proceso para aprender la mejor forma
de componerlas. Este proceso utiliza una aproximaciéon multiobjetivo basada
en el aprendizaje W, donde, por medio de la interaccion, el sistema aprende
cudl es la mejor combinacién de adaptaciones para un estado donde multiples
adaptaciones son aplicables.

Nuestros resultados demuestran, a través de dos aplicaciones diferentes,
que la solucion propuesta es efectiva en la generacion y composicion de adap-
taciones que son tiles para alcanzar el objetivo del sistema. Por ultimo, la va-
lidacién demuestra que las técnicas de aprendizaje, como el RL, pueden ser
aplicadas en el dominio de la ingenieria de software para facilitar y mejorar el
desarrollo de los sas.
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Introduccion
Los desarrollos tecnoldgicos que se habian iniciado durante la Segunda Guerra
Mundial se potenciaron en las décadas de 1950 y 1960. Entre ellos, la computa-
cion logré grandes avances con la invencion de los circuitos integrados y, pos-
teriormente, con el microchip (Ceruzzi, 2012). La aparicion de la computadora
personal en los aflos ochenta, asi como avances en las conexiones de redes desde
la década anterior, hizo inminente la revolucién digital. La popularizacion de la
internet y la web en los primeros afios de los noventa fue posible por la globali-
zacion politica y econdmica de aquella década, lo que hizo patente la profunda
huella que estaban dejando las emergentes tecnologias digitales y electronicas
en cada estrato de la sociedad. Este fendmeno denominado cultura digital (Levy,
2007) se fortalecid, mientras dispositivos como la television y los computado-
res daban sus primeros pasos hacia la ubiquidad. En menos de diez afos, a co-
mienzos del nuevo milenio, el “salto digital” impactaba todos los espacios de la
cultura global: de la vida cotidiana a las experiencias politicas globales; de las
emociones individuales y grupales a las nuevas formas de comercio y consu-
mo. Todo habia sido permeado por lo digital: emergia la era de la informacion.
Este fenomeno en el que hemos vivido los ultimos treinta afios ha sido
tan impactante que se le equipara a los profundos efectos de la invencion de la
imprenta, los cuales dieron origen a la modernidad. Por supuesto, las ciencias
sociales no quedaron atras. Todos estos elementos proporcionaron un sustrato
sobre el que florecerian intersecciones inesperadas entre la computacion y las
humanidades, desencadenando tanto la concepcion de la historia digital como
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de las humanidades digitales1, es decir, el cruce investigativo, tematico y meto-
dolégico entre tecnologias y humanidades. Las dindmicas de profundizacion
entre estos didlogos de exploracidn interdisciplinarios cobraron un singular
impulso en la década del 2010, cuando se inici6 una etapa denominada tercera
primavera de la inteligencia artificial (1a), marcada por el entusiasmo generado
en torno a estas tecnologias, con los desarrollos de deep learning en la Univer-
sidad de Toronto e hitos como el sucedido en el 2011, cuando la inteligencia de
Watson, alojada en un supercomputador de 1BM™, venci6 a Ken Jennings, cam-
peon humano del popular concurso estadounidense Jeopardy! Dicho juego im-
plica para los participantes dominar unas habilidades lingiiisticas, analiticas,
de procesamiento de informacion contextual y de cultura general que hasta ese
momento solo podian ser imaginadas en un humano.

Este nuevo florecimiento de las tecnologias de 14 marcé un antes y un des-
pués en la forma en la que conceptualizamos y nos aproximamos al presente
y al futuro, pero también a nuestro pasado, a la forma como hacemos historia.
Nuevas preguntas surgen en torno a como nuestras interacciones con la infor-
macién y el conocimiento estan siendo transformadas en un mundo cada vez
mas mediado por lo digital. Con la ciencia de datos y la 1a surgiendo como ca-
talizador, se articulan nuevas narrativas sobre la materialidad y la dimension
temporal de la historia. Entre el 2012 y el 2016 se comenzaron a observar los pri-
meros impactos de la 1A en algunos sectores de historiadores interesados en de-
sarrollar nuevas metodologias vinculadas con lo digital. Esta transformacion iba
mas alld de una simple acumulacién de informacion: reformulaba los métodos
a través de los que se entendia el pasado, introduciendo la naturaleza dindmica
de los datos, los cuales siguen siendo concebidos como entidades singulares y
estaticas por una buena parte de los historiadores. Las nuevas propuestas bus-
can alternativas para aproximarse a la masividad y multidimensionalidad de los
datos, ya que la informacién puede estar contenida en textos, imagenes, videos,
impulsos electromagnéticos, frecuencias sonoras, entre otras fuentes. En con-
secuencia, se ha abierto un panorama de comprension critica del mundo para
las ciencias sociales y las humanidades, por medio de su abstraccion en repre-
sentacion de datos®. En particular para la historia, la datificacién del pasado

1 El debate y la investigacion sobre la formacién de las humanidades computacionales, las
humanidades digitales y su impacto en las disciplinas sociales y humanas es abundante.
Para una revision de sus problematicas centrales, véase Le Deuff (2018).

2 Una definicion oficial es proporcionada por la Comision Econdmica de las Naciones Unidas

para Europa (Unece, 2000): “Dato es la representacion fisica de informacién de manera
adecuada para comunicacion, interpretacién o procesamiento por seres humanos o por
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ha puesto un nuevo reto: la urgencia de desarrollar nuevas competencias ana-
liticas y metodologicas.

En este contexto, el presente capitulo pretende examinar como se ha dado
este didlogo constructivo entre historiadores y cientificos de datos, en el cual se
resalta el potencial colaborativo inherentemente interdisciplinario de la practica
histérica contemporanea. Este nuevo escenario no solo ha ampliado el bagaje de
métodos y técnicas a disposicion del historiador, sino que ha impulsado una re-
flexion profunda sobre la naturaleza epistemoldgica del conocimiento histdrico
y sobre cdmo este puede ser articulado dentro de marcos digitales dinamicos.
Esta vision propone una historiografia rejuvenecida, adaptada a las compleji-
dades del presente y preparada para dialogar con los desafios del futuro, subra-
yando la importancia de una alfabetizacion digital que permita interpretar con
propiedad critica y profundidad el curso de nuestra historia. Para presentar este
panorama, este texto se desarrolla en tres partes. Primero, se aborda un estado
del arte sobre el avance del procesamiento de archivos multimodales con 1a. La
segunda parte da cuenta de una propuesta desde el sur global, la contribucién
del proyecto Arte Colonial Americano (ArRcA) de la Universidad de los Andes,
en cuanto a sus métodos y resultados principales. Por tltimo, se presenta una
reflexion sobre el futuro de la historia al incorporar en la practica de investi-
gacion disciplinar la multidimensionalidad de las fuentes historicas y la discu-
sién epistemoldgica de posibilidades, como el analisis de discurso multimodal,
y retos como las metodologias para indagar sesgos éticos.

Del uso de fuentes histéricas multimodales

Las formas de hacer investigacion histérica han tenido varias etapas desde que
se consolidé como ciencia. En el siglo x1x, la disciplina deposit6 toda su con-
fianza en el documento escrito como la principal fuente que podia contar los
hechos del pasado. De este modo, hasta la década de los sesenta la principal
fuente para hacer historia era el documento de archivo. Debido a los cambios
epistemoldgicos y a la transformacion interdisciplinaria de las ciencias socia-
les, durante esa década se comenzé a emplear cada vez con mayor frecuencia
fuentes afines a otras disciplinas: pinturas, fotografias, literatura, prensa, mu-
sica, entre otras, se convirtieron en las nuevas fuentes para reconstruir el pasa-
do. Hoy en dia, esas siguen siendo fuentes, pero las documentales son con las

medios automaticos” (p. 6 , traduccion propia). También véase Organizacion para la Coo-
peracion y el Desarrollo Econdmico (OECD, 2008). Sobre su impacto en las ciencias socia-
les, véase Gitelman (2013).
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que trabajan la mayoria de las personas dedicadas a la historia. Con el auge de
la cultura digital, a comienzos de los 2000 se empezaron a emplear elementos
digitales basicos, buena parte de ellos derivados del impetu de la digitalizacion.
En este horizonte emerge una propuesta vital: las metodologias de la ciencia
de datos y las herramientas de 1a pueden no solo apoyar, sino enriquecer la in-
vestigacion histdrica, al transformar los archivos tradicionales en repositorios
digitales expansivos, susceptibles a analisis computacionales a gran escala. Esta
situacion pone presente que la historia ya no reposaba unicamente en los ana-
queles de bibliotecas y colecciones de manuscritos antiguos.

En este contexto, surgi6 a inicios de los 2000 una nueva corriente o forma
de hacer historia denominada historia digital (Weller, 2013). En un comienzo, se
trataba de utilizar lo digital para producir herramientas para la investigacion o
generar nuevos modelos de comunicacion masiva del conocimiento historico.
Con el transcurrir de la década, y en la medida en que se complejizaban las tec-
nologias digitales, en la década de 2010 surgieron nuevas posibilidades de ar-
chivos multimodales digitales al acercar la 1a al quehacer de los historiadores.
La implementacion de técnicas de lectura distante (Moretti, 2000), junto con la
exploracion de algoritmos y analisis de datos, refuerzan la posibilidad de desen-
trafiar patrones y estructuras hasta entonces ocultas dentro de vastas colecciones
de informacién. Quienes han acogido estas técnicas para el discurso histérico
han transitado hacia una interpretacion del documento no como una reliquia
fija, sino como un vector dinamico de conocimiento, indicativo de una concep-
cién mas amplia y epistemoldgica de lo que representa una evidencia histdrica.
Esta reconsideracion del archivo en la labor historiografica ha introducido pre-
guntas sobre las metodologias y las interpretaciones del pasado. Pero también ha
abierto posibilidades para la reutilizacién de conjuntos de datos de colecciones
de informacion preexistentes, lo que permite la exploracion de nuevas fuentes
histéricas multimodales, brindando espacios inéditos para la investigacion, que
contempla ahora la naturaleza iterativa y experimental del andlisis de datos.

De esta forma, contrario a lo que podria intuirse, la 1A acerca mas al histo-
riador al pasado, porque le permite explorar en extensién y profundidad fuen-
tes de textos, manuscritos, imdagenes y otros multiples artefactos histéricos. Este
nuevo archivo histérico multimodal permite integrar las ideas core de apertura
de las humanidades digitales: conocimiento abierto, colaboracién, diversidad y
experimentacion (Spiro, 2012), lo cual entrafia una dimensién de democratiza-
cion del pasado. Sin embargo, esta propuesta no ha estado exenta de criticas que
ven en la historia digital un conjunto de reflexiones y promesas de lo que vendria
para la disciplina histdrica, una especie de “futuro perpetuo” (Blevins, 2016).
Pero en realidad esas promesas se han venido materializando en proyectos de
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investigacion que integran el uso de ciencia de datos y modelos de machine
learning (ML).

Una exploracion panoramica de algunas de las investigaciones y proyectos
recientes que han utilizado la 1A para el analisis de archivos multimodales per-
mite apreciar los avances que se han realizado a partir de estos trabajos pioneros
y dan una idea de las posibilidades y retos que se concretan. En particular, los
historiadores vinculados con lo digital estan trabajando en aplicar modelos de
1A para complementar su trabajo analitico, y extraer informacién semantica y
de comparacion diacroénica de textos antiguos. Pero también se aplica en otros
espacios donde la 14 es util, por ejemplo, en paginas web, mapas, planos, infor-
macion geoespacial, audios, musica y sonidos, imégenes, artey cultura visual,
videos, la actividad artistica del performance y la gestualidad de los cuerpos,
incluso los silencios y ausencias que desvela el propio archivo. Analizaremos a
continuacion los principales ejes mencionados, lo cual afecta incluso las for-
mas de argumentacion.

Un nuevo tratamiento para las fuentes textuales

No es sorpresivo que la mayor parte de avances que se hayan realizado en la
integracion de la 1a con el oficio propio de la historia sean trabajos enfocados
en la dimension textual del archivo. El primer gran impacto que recibieron las
ciencias sociales y humanas de la cultura digital fue los procesos masivos de
digitalizacion de archivos documentales y medios impresos, como las biblio-
tecas y la prensa. Esto comenzé a suceder en la década de 1980, también en la
medida en que se popularizaban nuevos medios electrénicos de almacenamien-
to, como el disco compacto. La popularizacion de internet y el abaratamiento
de los costos de digitalizacion en los afios noventa permitié que los primeros
humanistas digitales se centraran en la digitalizacion de colecciones curadas
durante las ultimas tres décadas (Berry y Fagerjord, 2017; Dobson, 2021). Esta
oleada de archivos digitalizados abrié nuevas posibilidades para proyectos cla-
sicos de humanidades digitales, como la Text Encoding Initiative (TEI)3, y nue-
vos conceptos, como el de lectura distante (Moretti, 2000), aplicados a través
de técnicas de visualizacion (Graham et al., 2016; Schreibman et al., 2016). Este
proceso permitié que las bibliotecas y colecciones rompieran las limitaciones
geograficas y temporales, pero la gran cantidad de informacién disponible tam-
bién hizo que la investigacion fuera mas compleja (Milligan, 2022). La ciencia

3 Véase https://tei-c.org/
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de datos y la 1A aportan nuevas posibilidades metodologicas que permiten a
los investigadores explorar tanto archivos web como documentos analdgicos
antiguos, incluso manuscritos. Asi, los investigadores pueden acceder a gran-
des conjuntos de datos, producto de un trabajo de curaduria realizado por los
primeros humanistas e historiadores digitales.

Un ejemplo, ya cldsico, es el proyecto Old Bailey?, que durante veinte afios
y en un proceso que cubre varias etapas ha puesto en linea cerca de 198 000 jui-
cios del tribunal penal londinense entre 1674 y 1913. En su ultima version, el si-
tio cuenta con sistemas de busqueda avanzado y una application programming
interface (API), que permite ajustar la informacion a los intereses del investi-
gador. Como este caso, buena parte de los archivos histéricos y las bibliotecas
tienen diferentes porcentajes de digitalizacion de sus colecciones, pero son
menos las instituciones que han avanzado mas alld de la simple digitalizacion
para introducir herramientas con tecnologias recientes que ofrezcan un mayor
aprovechamiento de la informacion. Por supuesto, este es un caso en el que la
brecha norte-sur es muy notoria. El problema no reposa solo en las institucio-
nes, pues también en los ultimos afios algunas instituciones privadas y univer-
sidades han creado programas de 1A para la extraccion de grandes voliumenes
de datos almacenados en bibliotecas y archivos historicos. Este es el caso del
proyecto Translantis de la Universidad de Utrech, que se apoya en software de
cédigo abierto (xTAS) de la Universidad de Amsterdam®.

Por otro lado, las técnicas de ML permiten, por ejemplo, usar algoritmos de
clustering no supervisados, como el modelado de tépicos, que consiste en técni-
cas computacionales que generan agrupamientos de palabras de acuerdo con
su proximidad vectorial. Son modelos computacionales que permiten inferir,
sin necesidad de que un humano le indique qué palabras son mas proximas en-
tre si, informacion de similitudes en un conjunto de palabras u otras unidades
textuales. Estas técnicas no supervisadas posibilitan una primera aproximacion
interesante a grandes corpus de textos, y aunque inicialmente no significaron
por si mismas un avance disruptivo en la interpretacion historica (Blevins,
2016), siguen teniendo un potencial importante en la medida en que ayudan
al historiador a identificar piezas del “rompecabezas” o puntos por conectar
para comprender mejor el pasado (Villamor et al., 2023), en especial si se com-
binan con modelos supervisados de embeddings contextuales, como en el caso
de la identificacion del cambio historico semantico del uso de las palabras en

4 Véase https://www.oldbaileyonline.org/

5 Véase https://translantis.wp.hum.uu.nl/projects/biland/
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espanol durante el siglo x1x en Latinoamérica (Montes et al., 2024) o para el
posible reconocimiento de autorias con técnicas de estilometria (Garcia Serrano
y Menta Garuz, 2021, 2022; Hu et al., 2023). Lo importante es que la aproxima-
cion de esta metodologia sea intervenida durante todo el proceso por un grupo
interdisciplinario de historiadores y cientificos de datos, de tal manera que se
asegure una aproximacion critica de los algoritmos y una curaduria de los da-
tos de entrenamiento, las decisiones de modelacion y los resultados. Tal como
Lorella Viola (2023) lo presenta, los objetos digitales sobrepasan el debate de si
son auténticos o no, ya que no son objetos terminados y su naturaleza implica
la intervencion de multiples agentes, y no inicamente los individuos con cono-
cimiento técnico. Viola denomina su propuesta como un enfoque posauténtico
para el modelado de tépicos®.

Otras posibilidades son las técnicas supervisadas, que requieren un con-
junto de datos etiquetados por expertos, para indicarle al algoritmo el “deber
ser” y entrenarle para que pueda “aprender” a realizar tareas de clasificacion
especificas. Este tipo de técnicas ha generado resultados mas significativos para
los historiadores digitales, porque son personalizables dependiendo del proyec-
to y las caracteristicas propias del corpus de documentos. Estas técnicas tienen
amplias posibilidades de aplicacion, que pueden ir desde la identificacion de
posibles sesgos de género en corpus de prensa histérica (Wevers, 2019), la apli-
cacion de article separation, mediante técnicas de layout, y el entrenamiento de
modelos deep learning de embeddings para el perfeccionamiento de la datifica-
cién de documentos antiguos mediante uso de herramientas de optical charac-
ter recognition (OCR), para transcribir textos (Manrique-Gomez et al., 2024),
reconocer autorias —como en el caso del manuscrito antes desconocido de
Lope de Vega (Cuéllar, 2023)— o incluso identificar textos liricos insertos en
publicaciones seriadas antiguas (Soh et al., 2023). Este tipo de técnicas se han
aplicado en particular a fuentes histéricas impresas, principalmente prensa y
libros del siglo x1x”.

Uno de los principales retos que tienen aquellos historiadores que trabajan
con periodos premodernos, anteriores al siglo X1X, es el trabajo paleografico, es de-
cir, la transcripcién y comprension de formas de escritura antigua. La 1a aplicada

6 “Post-authentic approach to topic modelling” (Viola, 2023, p. 94).

7 Algunos ejemplos de proyectos de historia digital que exploran el uso de herramientas 1a
son Viral Texts: Mapping Networks of Reprinting in 19th-Century Newspapers and Maga-
zines, véase http:/ /www.viraltexts.org; Project Impresso: Media Monitoring the Past, véase
https://impresso-project.ch/; y News Eye, véase https://www.newseye.eu/
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a la historia ha avanzado en cuanto a su uso con propositos de interpretacion
semantica, de lo cual hay ejemplos exitosos que aportan soluciones paleograficas
para la transcripcion no solo de textos manuscritos antiguos, sino también de
lenguas muertas, como es el caso de los proyectos Transkribus, Kitab, D-Scribes
y Emlo Project®. Los modelos supervisados amplian el espectro de posibilida-
des para analizar archivos histéricos efimeros o no catalogados, entre los que se
encuentran las notas sueltas, los diarios personales (Fields et al., 2023), la corres-
pondencia (Spina, 2022) y los panfletos que pueden dan indicios, por ejemplo,
de los discursos virales en la época victoriana (Hardaker et al., 2023).

Estas aplicaciones requieren del uso creciente de los modelos avanzados
de deep learning basados en word embeddings. Estos modelos de espacio vec-
torial son representaciones numéricas de textos que describen la distribucion
y las relaciones modeladas entre el vocabulario extraido de los textos, lo cual
lleva cierto refinamiento matematico para el cientifico social, pero también im-
plican una dimension tedrica nueva de hermenéutica vectorial que permita in-
terpretar estos objetos digitales y sus procesos subyacentes (Dobson, 2022). Por
ese motivo, su uso para propdsitos de interpretacion historica o prediccion de
comportamientos humanos debe ser abordado por los cientificos sociales con
base en un sélido pensamiento critico, cierto nivel de conocimiento técnico y
trabajo colaborativo interdisciplinario. Tal como indica la historiadora digital
Jo Guldi (2023), este tipo de propuestas pueden tener ciertos sesgos subjetivos,
tanto de la interpretacion del historiador como de los datos, los pardmetros y
los algoritmos con los que se entrenan los modelos de 1a.

Inteligencia artificial y las fuentes historicas no documentales

Como se menciond, una de las grandes transformaciones que tuvo la disciplina
histdrica fue la diversificacion del tipo de fuente que se empleaba para recons-
truir el pasado. En las ultimas tres décadas, se ha ampliado el concepto de fuente,
en el sentido de que cualquier artefacto cultural —escrito, visual, material —
puede considerarse fuente para obtener datos y reconstruir un pasado. La re-
volucién del documento, como la llamé el medievalista Jacques Le Goff (1991,
pp- 230-234), implicd la apertura del concepto de archivo. Este ya no es solo el
lugar fisico que alberga algun tipo de documentacion, sino también una colec-
cion de objetos que, con las implicaciones de la cultura digital, también puede

8 Parainformacién sobre Transkribus, véase https://www.transkribus.org/; sobre Kitab Project,
vease https://kitab-project.org/about/; sobre Emlo Project, véase http://emlo.bodleian.ox.ac.
uk/; sobre D-scribes Project, véase https://d-scribes.philhist.unibas.ch/en/
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ser virtual. Desde el siglo x1x, la historia lidi6 con el procesamiento en grandes
volumenes de archivos, pero el uso de estas otras fuentes propuso otro tipo de
retos frente a las posibles complejidades semanticas. Por ejemplo, cuando se
empez0 a utilizar imagenes como la pintura o la fotografia, se plantearon pro-
blemas epistemologicos sobre como hacerlas “hablar”, ya que no daban la misma
seguridad que el dato escrito. Las soluciones tradicionales implicaron el desa-
rrollo de investigaciones historicas que tomaron décadas para reunir un acer-
vo de archivo de suficiente amplitud que permitiera inferir tendencias de larga
duracion y rupturas dentro de tales estructuras. También se probaron metodo-
logias cuantitativas como la cliometria, en conjunto con técnicas cualitativas
como el analisis de discurso y el analisis iconogréfico.

Sin embargo, la 1a parece abrir posibilidades definitivas para el procesa-
miento del big data historico y la extraccion de informacion de fuentes no tex-
tuales. A partir de una revisién del trabajo multimodal de las humanidades
digitales desde 1966 al 2004, de acuerdo con Sula y Hill (2019), los experimen-
tos sobre la multimodalidad procesada computacionalmente pueden agruparse
en siete categorias: texto, imagen y mapas, sonido, objetos, nimeros, multime-
dia (video y videojuegos) y tecnologia (a1, bases de datos, hardware). Esta pro-
puesta insinda la preeminencia del trabajo sobre textos, pero también encuentra
que un rango significativo, entre el 30 % y el 40 % de la muestra de trabajos, se
realizo sobre estas fuentes no escritas (Sula y Hill, 2019, p. 202). Esta situacién
provee evidencia del interés que los métodos computacionales generan en las
posibilidades de expansion de archivos no tradicionales.

El trabajo con 1a sobre imagenes, una de las fuentes mas atractivas, requie-
re también una vectorizacion de su contenido, de manera que los avances mas
significativos en este campo se realizan con modelos avanzados de deep learning
basados en redes neuronales con arquitecturas complejas. El trabajo de Aman-
da Wasielewski (2023), que recoge metodologias y ejemplos del uso de la 1a en
la historia del arte, es un buen ejemplo de los avances de la aplicacidn, en es-
pecial del ML aplicado a las imagenes. Por otro lado, la cultura visual histérica,
la cual es cercana a la historia de las imagenes, pero guarda grandes diferen-
cias en cuanto a las formas como una cultura visualiza la realidad, también esta
siendo explorada por la historia digital (Wevers y Smits, 2020). Existen diversas
soluciones de analisis de imagenes, incluidos los sistemas de visualizacion, la
busqueda visual, la clasificacion, el reconocimiento de objetos y la restauracion
de imdgenes. La clasificacion de imdgenes, por ejemplo, proporciona una via para
que los investigadores naveguen por los materiales visuales de los archivos digi-
tales sin depender exclusivamente de la bisqueda basada en texto; asi, facilitan
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la identificacién de documentos similares en grandes colecciones digitales y
ayudan en el analisis de tendencias visuales (Chen et al., 2024).

Persiste una brecha significativa entre la interpretacion humana de las ima-
genes y lo que se puede extraer automaticamente de los datos visuales, como en
el desafio de comprender la difusién en la cultura visual de algunas imagenes
icdnicas, cuyo significado se extiende mucho mas alld de su composicion visual
inmediata (Van Noord, 2022). Pero también hay avances prometedores, como
el reconocimiento iconografico en objetos como monedas (Pavlek et al., 2022)
o el estudio de videos, que permiten inaugurar posibilidades de estudio sistema-
tico de los actos de performance y la gestualidad de los cuerpos. En este sentido,
Hou y Kenderdine (2024) son un buen ejemplo de qué es cultura visual: propo-
nen conceptualizar el cuerpo como una vasija que encarna discursos sociocultu-
rales y un complejo sistema de lo fisico, lo perceptual, lo social y lo ideacional,
para abordar el reto de datificar el complejo conocimiento corporal, histdrico
y cultural inherente a las practicas de artes marciales. En su innovador estudio
sobre artes marciales, Hou y Kenderdine aplican una metodologia basada en
ontologias y grafos de conocimiento computacional propios de una forma al-
ternativa de 1a: la web semantica. Con estas técnicas, mas basadas en relaciones
analiticas y menos en conjuntos de datos numerosos, plantean representar el
complejo mundo de las artes marciales. Para construir esta ontologia, los autores
realizaron un analisis minucioso de las practicas de artes marciales, integrando
datos de diversas fuentes: la representacion sistematica de movimientos, las téc-
nicas, las filosofias y los contextos culturales. Este enfoque ofrece una manera
prometedora de abordar los desafios de la documentacion de conocimientos y
practicas intangibles, abriendo nuevas avenidas para la preservacion y explo-
racion digital del patrimonio cultural humano.

Un caso interesante es el uso de mapas antiguos y planos, que son recursos
historicos valiosos porque documentan muchos procesos culturales, pero su and-
lisis sistematico habia sido limitado por la complejidad de la tarea al realizarla de
forma manual. Los avances digitales y de la 1A permiten reconceptualizar el espa-
cio con herramientas computacionales de geolocalizacion y realidad inmersiva,
la posibilidad de “revivir” la historia y tener experiencias sensoriales del pasa-
do®. Ademas, con modelos supervisados de 1A, mapas catastrales de los siglos
XVIII y XIX, por ejemplo, han sido procesados exitosamente como imagenes,
en principio, para obtener de ellos informacién georreferenciada (Petitpierre y
Guhennec, 2023). Esto ha abierto posibilidades de investigacion al integrar la

9  Sobre historia sensorial con A1, véanse Soldovieri y Masini (2017), Kee y Compeau (2019)
y Smith (2021).
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ciudad como espacio geografico extendido, lo que involucra territorios circun-
dantes y ciudades vecinas, promoviendo un enfoque de contexto macroscopico
o comparativo. Dos ejemplos adicionales se encuentran en la produccion digital
del historiador digital William J. Turkel, quien hace una historia de la ingenie-
ria electronica (Turkel y Jones-Imhotep, 2019) y de la ingenieria civil (Bartlett
y Turkel, 2021), acudiendo a sus fuentes primarias particulares, es decir, los
circuitos y los planos de construcciones de puentes. En ambos casos recurre a
modelos ML para leer este tipo de imdagenes y obtener informacion semantica,
que le permite complementar sus fuentes tradicionales.

Desde la perspectiva de otro tipo de fuente que se emplea con frecuen-
cia en historia, la memoria y la oralidad, que trabaja con entrevistas, las posi-
bilidades de aplicacion de técnicas de analisis de audio con 1a han generado
nuevos datos que tienden a sustituir las transcripciones textuales, las cuales a
veces pasan por alto el potencial de la oralidad y la sonoridad en las coleccio-
nes de historia oral digital. El habla tiene caracteristicas como el tono, el ritmo
y el volumen que son inaccesibles para la transcripcion, pero tienen significado
social. En este contexto, la “oralidad” tiene una resonancia particular, aunque
infrautilizada, ya que ofrece una ventana hacia las dinamicas de la creacion de
significado, que son objeto de experimentacién computacional en la actualidad
(Smyth et al., 2023). Otros artefactos de investigacion sonora que se han explo-
rado buscan reconstruir los sonidos del pasado en lugares histdricos, a través
de eventos musicales y sonoros cartografiados en distintos mapas'®, y podrian
incorporarse fuentes adicionales procesadas con ML, como las caracteristicas de
la musica en relacion con la emocionalidad transmitida (Yang, 2021).

La teoria de la historia mostrd ya hace décadas que los documentos no son
objetivos y que casi nunca cuentan toda la verdad. Como afirma Michael de Cer-
teau (1993), los documentos a veces son importantes por lo que callan, no por
lo que dicen. Esta sospecha tiene hoy en dia apoyo en la 14, a partir de la cual
es posible reconocer los sesgos de una colecciéon de documentos para obtener
informacion histdrica relevante (Ortolja-Baird y Nyhan, 2022). De esta forma,
se puede corroborar que el archivo histérico multimodal se nutre de fuentes
aun mas insospechadas: los silencios del archivo en si mismo. Aquellos faltan-
tes y silencios del archivo permiten comprender qué tipo de fuentes contienen
los archivos y representan a qué tipo de personajes; por ejemplo, determinar si
contienen un sesgo politico, social o de género. Asi, es posible responder pre-
guntas como: ;qué actores estan subrepresentados o sobrerrepresentados? ; Qué

10 Véase Paisajes sonoros histéricos, http://historicalsoundscapes.com/
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periodos de tiempo estan sin informacion? ;Qué ideologias o intereses politicos
se privilegian? ;Qué casos constituyen valores atipicos o excepciones? ;Qué me-
moria se esta preservando y cudl se excluye? Estar consciente de los sesgos del
archivo permite a los historiadores indagar con un lente critico para connotar
sus andlisis y precisar sus conclusiones. Por el contrario, procesar el archivo con
métodos computacionales sin estar consciente de tales silencios puede invali-
dar las interpretaciones, perpetuar estos silencios y profundizar las tendencias
subjetivas de los datos, al conjugarlos con potenciales sesgos derivados de los
modelos ML empleados (Lassen et al., 2024).

Una propuesta desde el sur global
Los nuevos horizontes abiertos en la ultima década en algunos sectores de la
investigacion histdrica al aplicar algoritmos de la 14 son muy interesantes, pero
parece un trabajo exclusivo de académicos que trabajan en Estados Unidos y
Europa. Es cierto que los proyectos de historia digital que aplican 14 a grandes
volumenes de datos tienen un componente intensivo en financiacién para ob-
tener acceso a la infraestructura de computo y a las colecciones digitales reque-
ridas (Crymble y Afanador-Llach, 2021); sin embargo, también hay que tener
en cuenta que tanto en el norte como en el sur global existen resistencias aca-
démicas a los procesos de cambio, especialmente tecnoldgicos, lo cual impacta
en la formacion de habilidades y alfabetizacion digital, en este caso de los his-
toriadores. Por esta razén, adicional a lo costoso que pueden resultar estos pro-
yectos, las competencias digitales minimas que deberia tener un historiador se
comportan como una barrera de entrada para establecer un didlogo equilibrado
entre las disciplinas sociales y la tecnologia. Esto también explica, en parte, la fal-
ta de representatividad de los estudios de historia digital con 14 en el sur global.
No obstante, en los tltimos afnos se ha abierto un espacio para herramien-
tas y contribuciones teéricas y practicas que posibilitan el trabajo de investiga-
cion digital desde el sur global. Existen plataformas de desarrollo gratuitas en
la nube, que permiten el acceso a recursos computacionales temporales para la
experimentacion con ML. Cada vez gana mds relevancia el principio de la ciencia
abierta, que parte de que el conocimiento cientifico debe ser abierto al publico
y reproducible, de tal manera que es posible explorar gratuitamente corpus do-
cumentales digitales en nuevos trabajos de investigacién (Fiihr y Bisset Alvarez,
2021). Pero esta reutilizacion de datos'' debe realizarse con precaucion. Para los

11 La reutilizacion de datos puede describirse como un proceso iterativo que incluye activi-
dades de exploracion, recoleccion y resignificacion (Wang et al., 2021).

98



LA INTELIGENCIA ARTIFICIALY EL ARCHIVO MULTIMODAL EN HISTORIA

cientificos sociales del sur global, es determinante que el entrenamiento de sus
modelos de 1A se realice con datasets etiquetados que consideren sus particu-
laridades culturales, lingiiisticas e histdricas, y el cédigo fuente sea publico y
abierto, de modo que se puedan “descolonizar” los sesgos datificados, se visibi-
licen las investigaciones y se posibilite la colaboracion sur-sur (Ghosh, 2024).

La datificacion implica un proceso de transformacién de un fenémeno
complejo, histdrico en este caso, para representarlo de manera tabular. Esta re-
presentacion permite preservar las caracteristicas de relacionamiento definidas
por quien disefia la tabla, para que los datos puedan ser sujetos de analisis. Fi-
nalmente, los datos deben ser transformados en representaciones binarias para
garantizar su almacenamiento y procesamiento computacional. La datificacién,
en tanto proceso'?, parte del principio de que los datos son una evidencia que
respalda la observacion de un fendmeno, pero estan sujetos a reinterpretaciones
posteriores en el marco de la argumentacién académica. En ciencia de datos,
para ser fuente de conocimiento, los datos deben ser el resultado de un proceso
de revision cuidadosa para garantizar la calidad de la informacion.

Esto coincide con las propuestas de la historia como disciplina, donde los
datos historicos también son curados para establecer la conexion entre la evi-
dencia y las afirmaciones, es decir, tanto en ciencia de datos como en la practica
histérica el investigador desempena un papel activo en el proceso de abstrac-
cion de la realidad en datos. En el contexto de la historia digital, la datificacién
se entiende entonces como el proceso de conversion material de un documento
histérico para que pueda habitar en un espacio digital y ser sujeto de una inter-
pretacion humana y computacional. De ahi que se amplifique de forma expo-
nencial la vulnerabilidad que tiene el proceso de catalogar y usar informacién
de cualquier tipo, ahora con el manejo de grandes volumenes. Por ese motivo,
la datificacién es un proceso que debe ser conducido de manera rigurosa por
los cientificos sociales, en especial desde el sur global, considerando que la ma-
yor parte de archivos convertidos en datasets no son necesariamente represen-
tativos de los fendmenos culturales o sociales en un momento histérico dado.

Una propuesta tedrica interesante para abordar propuestas desde el sur
global es el deep data. Los conjuntos de datos curados y las colecciones his-
toricas tienen la particularidad de ser densas en significados, aunque no ne-
cesariamente demasiado grandes en tamafio. A esta caracteristica de los datos
propios de las humanidades y ciencias sociales Stular y Belak (2022) le han de-
nominado deep data. El concepto enfatiza en que es posible que los conjuntos

12 Véase Shilova (2024).
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de datos no tengan el tamano de millones de observaciones que se manejan en
big data, pero son muy complejos semanticamente, porque son los resultados
de proyectos de investigacion de largo plazo, con una estricta curaduria digi-
tal. Asi, pueden existir datasets “profundos” por la cantidad de caracteristicas
o etiquetas asociadas a cada observacion, los cuales también pueden ser objeto
interesante de investigacion digital. Esta caracteristica reduce las exigencias de
capacidad computacional para procesar big data.

Un ejemplo de aplicacion del deep data en la produccion historiografica di-
gital latinoamericana es el proyecto Arte Colonial Americano (Arca) de Borja
Gomez (2023), una base de datos que integra 25 0oo pinturas coloniales ameri-
canas producidas entre 1550 y 1830 en territorios espaoles, anglosajones y lu-
sitanos de la América colonial. Se trata de un portal para consulta de la base de
datos con visualizaciones interactivas', un libro impreso (Borja Gomez, 2021)
y un e-book que contiene formas diferentes de narrativas historicas digitales'.
El proyecto, desarrollado con apoyo de la Universidad de los Andes, tiene dos
versiones publicadas: la primera, del 2015, se compone de 19 0oo piezas artisticas
e incluye técnicas de visualizacion de datos con tecnologia Tableau y diagramas
de fuerzas; la segunda version, del 2023, enriquecid la colecciéon a 25 ooo pintu-
ras y parte de una modelacion de base de datos relacional, para posibilitar una
propuesta visual mas compleja.

El proyecto ARCA, cuyo trabajo se ha extendido por mas de una década, se
inscribe dentro de esta tendencia de crear curaduria de archivos no tradiciona-
les explorados digitalmente, ya que se ha constituido a partir de datos dispersos
en miles de lugares y se ha enriquecido con la caracterizaciéon compleja de cada
pieza de arte, testimonio de un pasado visual que se ha incorporado en la co-
leccion. Estas imagenes proceden de archivos analdgicos, que al ser datificadas
asumen una condicién ambigua, pues esto no los preserva definitivamente. Al
contrario, el documento hoy en dia puede ser

volatil, inestable, fragil y muchas veces efimero. Por eso mismo, tampo-
co es singular, Gnico, sino que existen un sinfin de avatares del original y,
no obstante, esta sujeto a perderse, ya sea por su misma fugacidad o por
su propia dinamica cambiante, su variabilidad, su continua actualizacion.

(Pons, 2017, p. 289)

13 Véase Borja Gémez (2024b).

14 Véase Borja Gomez (2024a).
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Estas paraddjicas caracteristicas se encuentran claramente en las imagenes
barrocas, de modo que para la preservacion y aprovechamiento de la informa-
cion se necesitd pensar su estructuracion en una base de datos que reflejara su
caracter simbdlico y dinamico.

El trabajo con pinturas coloniales en el proyecto ARCA reveld al menos
cinco obstaculos derivados de los objetos culturales en si mismos y su contex-
to histdrico, que pueden inducir sesgos en la composicion de los datos digita-
les. El primero es la construccion de la pintura como fuente. Hasta el siglo x1x,
las sociedades que dieron lugar a estos artefactos no tuvieron preocupaciones
en cuanto a fecha, autoria o clasificacion. Las republicas decimononicas se “in-
ventaron” la idea del arte colonial e iniciaron el proceso de construirlas como
fuentes, por eso se hace urgente el dato que las autentica como originales. Este
breve contexto muestra cdmo este tipo de pintura contiene dos importantes
problemas: la vulnerabilidad del dato y su descontextualizacion. Lo primero
porque cerca del 70 % de las pinturas son andénimas o atribuidas, es decir, no
estan firmadas ni fechadas; luego, al introducirse estas dentro de los mercados
del arte y en los diferentes tipos de coleccionismo se pierde la precision de su
origen, se descontextualizan. Hoy en dia, la mayoria de estos objetos se encuen-
tran fuera del lugar para el cual fueron producidos, desperdigados a lo largo y
ancho de América.

El segundo obstaculo esta relacionado con el anterior: la pérdida de identidad
como objeto visual. Desde el siglo x1x cada pais “nacionalizd” su arte, vinculan-
do las obras a escuelas nacionales, de manera que las separd de su area de pro-
duccién cultural colonial y las denominé arte colonial, cuando en realidad su
funcién original no era artistica, sino devocional, en la mayor parte de los ca-
sos. Esto lleva al tercer problema: el desarrollo visual en las diferentes regiones
coloniales se llevo a cabo con profundas diferencias, tanto en el volumen de la
produccién como en los ejes tematicos y en las caracteristicas visuales de estas
representaciones. Con el despertar de los nacionalismos del siglo x1x, los nue-
vos paises implementaron mecanismos —como la exhibicion, el museo o el co-
leccionismo— con los que pretendian rescatar y valorar la obra colonial. Y este
es el cuarto problema: la constitucion del canon del arte colonial, para lo cual
la naciente investigacion se preocup6 por el dato de la obra, en especial su au-
toria y fecha. De alli provienen las invenciones de lo colonial que tanto afectan
la posibilidad de restituir las pinturas a su contexto original.

Estos problemas tienen una dimension diferente en el momento en el que
este acervo de 25000 imagenes se convierte en un contenido digital. Y aqui re-
side el ultimo problema, pues al convertir una pintura en un registro dentro de
una base de datos pierde la relacion con el conjunto de obras al que pertenece; y,
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posteriormente, ademas de perder su contexto de produccion, pierde su contexto
de reproduccion. Por ejemplo, las pinturas en museos, conventos o iglesias muchas
veces tienen sentido dentro de una curaduria o porque forman parte de una serie.

Sin embargo, estos obstaculos se convierten en el faro desde el cual se
limpian los datos y se buscan caminos para generar una mayor precision en la
informacién. La constitucion de los metadatos, a partir del trabajo de analisis
en cuarenta campos que responden a diferentes preguntas, permite subsanar
de algiin modo las limitaciones que imponen los obstdculos mencionados. Por
ejemplo, la identificacion de temas visuales exactos o los gestos de las manos
(quirologia) pueden permitir una ubicacion del lugar de produccion del arte-
facto visual. La base de datos sirve a multiples otros propdsitos de investigacion:
para poner en contexto geografico la secuencia de produccion de la cultura vi-
sual, para mostrar como se dieron los circuitos de produccién de las pinturas,
los contenidos tematicos y como estos aspectos manifiestan una cultura del
cuerpo y de los gestos.

Las pinturas coloniales fueron datificadas a través de un andlisis de cada una
de las imagenes en cuarenta caracteristicas, lo que arroja un dataset multidimen-
sional por el conjunto de metadatos que se acerca a 875000 observaciones etique-
tadas manualmente. A diferencia de las bases de datos de imagenes tradicionales
de museos e instituciones, esta se construy¢ bajo el modelo relacional, que per-
mite hacer colecciones particulares de casi cualquier elemento, y cuenta con
un sistema de visualizaciones en tiempo real, lo cual da la posibilidad de cons-
truir patrones, ver modelos y responder nuevas preguntas. Ademas, es de acceso
publico y gratuito, se inscribe dentro de los principios de ciencia abierta, tiene
un API publica y proporciona acceso al cddigo fuente del desarrollo.

Esta particularidad de ARcA permite pensarla como insumo de series de
datos historicos y como un dataset curado que contiene la datificacion de la cul-
tura visual americana colonial, para entrenar modelos ML, con el fin de predecir
los comportamientos o explicaciones mas probables de nuevos datos. Cada una
de las cuarenta dimensiones de cada pintura son posibles casos de uso parala1a.
Por ejemplo, la caracteristica que se centra en los gestos identificados dentro
de la composicion artistica detallé cerca de doscientos gestos quirologicos con
sus respectivos significados, mediante técnicas mixtas de datos semiestructura-
dos y modelos de aprendizaje de maquina. Los metadatos de estos gestos pue-
den permitir la “prediccién” o identificacion de otros gestos, que se convierten
en insumo semantico para comprender la cultura gestual colonial americana y
hacer estudios que pretendan rastrear la asimilacion de posibles modelos ico-
nograficos europeos o, por el contrario, la subversion de estos modelos barro-
cos en la produccion artistica local. En un futuro préximo, esta base de datos
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se puede constituir en el campo de un modelo que ayude a identificar posibles
autorias a partir de aquellas imagenes que estan firmadas o fechadas, teniendo
en cuenta que en este momento menos del 20 % de las pinturas tienen autor
plenamente establecido.

Reflexiones finales. El futuro de la historia

y la inteligencia artificial

Encontrar conjunciones disciplinares entre la 1 y la disciplina histérica esbo-
za un horizonte de exploracion y analisis, que permite repensar los limites tra-
dicionales del conocimiento historico en funcién de la posibilidad de analisis
sistematicos de fuentes multimodales. Al integrar modelos ML en el estudio his-
torico, nos enfrentamos a un inmenso territorio de patrones y relaciones inéditas
que aguardan ser descubiertas en vastos conjuntos de datos, lo que nos permi-
tirfa profundizar en el entendimiento de fendmenos histéricos complejos. Las
metodologias emergentes asociadas al procesamiento de archivos multimoda-
les despliegan un abanico de posibilidades en cuanto al analisis de un espectro
amplio de fuentes histdricas, que incluyen informacién textual, iconografica,
gestual y de sonidos, proponiendo un reajuste epistemologico y metodologico
con miras a un andlisis de discurso multimodal.

Este horizonte trae consigo la emergencia de nuevas preguntas de investi-
gacion, que a su vez exigen herramientas analiticas capaces de abordar la com-
plejidad y diversidad de datos disponibles para el historiador contemporaneo
que sea seducido por esta linea metodologica de trabajo. En esta perspectiva,
el analisis de Smits y Wevers (2023) destaca los modelos de deep learning, por
su capacidad sustancial para trascender las barreras tradicionales entre texto e
imagen, lo que facilita un enfoque multimodal en las humanidades digitales y
la historiografia. Este enfoque instiga una reflexion sobre posibilidades y limi-
taciones investigativas, fomentando una mayor inclusion de diferentes voces y
perspectivas. Sin embargo, implica desatios éticos y sesgos significativos, entre
los que se encuentran la critica necesaria hacia la curaduria de datos, es decir,
la aplicacion de critica de fuentes multimodales, ademas de los sesgos propios
de los modelos de 1A empleados.

Las implicaciones éticas de adoptar 1A en la historiografia no deben sos-
layarse, exigiendo una permanente reflexion sobre la seleccion y analisis de
datos, asi como sobre las interpretaciones y narrativas generadas. La alfabeti-
zacion en datos emerge entonces como una destreza esencial, la cual permite a
los historiadores emplear herramientas de 1a en sus investigaciones, al tiempo
que confrontan los desafios éticos inmanentes. Este didlogo interdisciplinario
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suscita una practica historiografica mas colaborativa e interdisciplinaria, para
proyectar un futuro en el que la multidimensionalidad de las fuentes histéricas
y el uso ético de la tecnologia redefinan la manera de entender y representar el
pasado. Los dilemas sobre la objetividad y los sesgos asociados a la ciencia de
datos, como contempla Wasielewski (2023), enfatizan en la necesidad de una
traduccion, interpretacion y representacion cuidadosa de los datos en huma-
nidades. Este requerimiento reside en validar el caracter cultural de los datos
y establecer parametros para estandarizar, etiquetar y balancear conjuntos de
datos, evitando modelos computacionales sesgados que puedan conducir a
conclusiones erroneas. La captura y las interpretaciones de los datos, deter-
minadas por el entorno cultural, subrayan la importancia de una datificacién
consciente, que haga explicitas y publicas las colecciones de datos empleadas,
al igual que las consideraciones metodoldgicas y materiales detrds de las deci-
siones interpretativas.

La responsabilidad ética en el uso de la 14 en la historiografia lleva a con-
siderar no solo como seleccionamos y analizamos los datos, sino también
como interpretamos y compartimos esos analisis. Esto significa una reflexion
continua sobre quién tiene el poder de narrar la historia y como estas narrati-
vas pueden influir en la comprension publica del pasado. En tltimas, todos los
historiadores deberian ser “historiadores digitales”, pensando esta como una
habilidad clave que les permite tanto manejar herramientas analiticas de 1a de
manera competente como abordar con propiedad los retos éticos implicados.
En este sentido, los historiadores estan llamados no solo a utilizar la tecnologia
para acceder y analizar fuentes historicas, sino también a ser actores criticos en
la configuracion del desarrollo tecnoldgico, velando por que este sirva a una
practica historiografica ética, inclusiva y reflexiva. De cara al futuro, la multi-
dimensionalidad de las fuentes historicas y el analisis asistido por 1A pueden
transformar radicalmente la disciplina histérica, al promover una mayor inclu-
sién de voces y perspectivas diversas y fomentar una practica historiografica
mas colaborativa e interdisciplinaria. Este futuro augura una expansion en las
formas de entender y representar el pasado, donde los limites entre disciplinas
se diluyen en funcién de un objetivo comun: comprender la multiplicidad de
realidades humanas a través del tiempo.

La colaboracion entre historiadores y cientificos de datos debe orientarse a
aprovechar las capacidades analiticas de la 1, asi como a promover una inves-
tigacion consciente de sus limitaciones y sesgos, prestando especial atencion a
la seleccion de los datos, los modelos de interpretacion y la representacion de la
historia. La transparencia en los modelos algoritmicos y la inclusioén de perspec-
tivas plurales en los conjuntos de datos seran cruciales para mitigar los riesgos
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de sesgo y garantizar una representacién mas equitativa y exhaustiva del pa-
sado. En ultima instancia, el futuro de la historia en la era de la 1o depende de
nuestra capacidad de equilibrar la innovacién tecnoldgica con un compromiso
ético y critico. Al hacerlo, podemos continuar la indispensable tarea de explo-
rar, entender y compartir las complejas tramas de nuestro pasado, asegurando
que la riqueza de la historia humana sea accesible y significativa para las gene-
raciones futuras, pero también explicita en los sesgos y limitaciones que hasta
ahora han configurado nuestra comprension del mundo.
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Introduccion

La falta de transparencia de muchos algoritmos de inteligencia artificial (1a) se
considera uno de los principales obstaculos para su desarrollo ético. Una reciente
revision de los lineamientos que han sido propuestos en diferentes lugares del
mundo para el desarrollo de la 1A arrojé que la transparencia era el principio
ético mas comunmente citado: aparece en 73 de los 84 lineamientos examinados
(Jobin et al., 2019). La falta de transparencia mencionada en estos lineamientos
en realidad se refiere a dos problemas diferentes. Por una parte, existe una pre-
ocupacion por la implementacion transparente de aquellos sistemas de 1A que
afectan directamente la vida y los derechos de las personas (Coddou y Smart,
2021). La transparencia algoritmica, en este sentido, incluye elementos tan di-
versos como informar a las personas que una decision que las afecta esta basa-
da en una herramienta algoritmica, implementar mecanismos de rendiciéon de
cuentas, exigir garantias de que los algoritmos no tienen efectos discriminato-
rios, entre otros (Llamas et al., 2022; Global Partnership on Artificial Intelligence
[GPA1], 2024). Por otra parte, la transparencia se puede referir a la posibilidad de
comprender el funcionamiento interno del algoritmo, la forma en que procesa
los datos de entrada y llega a una prediccion o una clasificacién. El Reglamento
General de Proteccion de Datos (RGPD, 2016) de la Unidon Europea, por ejem-
plo, exige que se les proporcione a los usuarios “informacion significativa acer-
ca de la légica involucrada” en los sistemas de decisién automatizada (art. 13).

En este capitulo solo me ocuparé de este segundo sentido de transparencia'.

1 Ademds, vale la pena aclarar que solo trataré sistemas de 1A discriminatorios, es decir, aque-
llos que llevan a cabo tareas de clasificacion y prediccion. La transparencia en los sistemas
de 1A generativa requiere de una aproximacion diferente a la ofrecida aqui.
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La transparencia algoritmica puede verse opacada por dos razones dife-
rentes. Por una parte, muchos algoritmos complejos, como las redes neuronales
profundas (deep neural networks, DNN), procesan en paralelo un volumen enor-
me de datos subsimbolicos, a través de multiples capas ocultas de nodos inter-
conectados. Esta arquitectura hace que el funcionamiento interno del algoritmo
sea epistémicamente inaccesible para cualquier ser humano, incluidos sus dise-
nadores y desarrolladores. Sin embargo, la opacidad no siempre es el resultado
de la complejidad técnica. En muchos casos, el funcionamiento del algoritmo es
escondido intencionalmente y protegido como un secreto industrial, en especial
en los sistemas de decision automatizados de uso comercial; de este modo, se ge-
nera un tipo de opacidad totalmente diferente. En la primera parte del capitulo
examinaremos estas dos formas distintas de entender la opacidad algoritmica.
Cada una de ellas generara retos éticos diferentes que tendremos que analizar.

Para intentar disminuir el efecto de la opacidad producto de la compleji-
dad técnica de los algoritmos, en afios recientes se han desarrollado métodos de
explicabilidad e interpretabilidad que intentan ofrecer atisbos acerca de su fun-
cionamiento. El desarrollo de estos métodos, del que se ocupa una subdiscipli-
na de las ciencias de la computacion conocida como 14 explicable (explainable
artificial intelligence, XA1), se enfrenta a numerosos retos y no es evidente que
vayan a presentarse grandes avances en la comprensibilidad de los algoritmos
en el futuro cercano. Estas limitaciones de la xA1, que examinaremos en la se-
gunda parte del capitulo, plantean un reto importante al ideal de transparencia
que se persigue en los marcos éticos de la 1a.

Afirmar que un algoritmo es transparente epistémicamente es equivalente a
decir que es comprensible. Desde luego, la comprensibilidad es una cuestion de
grado, determinada en gran medida por el conocimiento de fondo que tengan
los usuarios del algoritmo. Un sistema de 1A puede ser medianamente transpa-
rente para su desarrollador y totalmente opaco para el usuario final. Para ca-
racterizar de manera adecuada la transparencia algoritmica es necesario hacer
un analisis pragmatico —contextual y situado— de qué significa comprender un
sistema de 1a. Hay varios sentidos en los que se puede decir que se comprende
un algoritmo. Por una parte, podemos decir que, a través de un método de xar1
como el local interpretable model-agnostic explanations (LIME) (Ribeiro et al.,
2016), entendemos cudles elementos del input fueron mayormente responsables
de un output dado. Por otra parte, la comprension también se puede referir a
entender el funcionamiento global del algoritmo por medio de un algoritmo
sustituto mas simple que lo represente. En la tercera parte del capitulo analiza-
remos estos sentidos del concepto de comprension, para aclarar la meta de los
métodos de explicabilidad.
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La tdltima tarea de este capitulo sera examinar la relacion entre transpa-
rencia y confianza, en especial en el contexto de las decisiones automatizadas
basadas en sistemas de 1a. En las relaciones humanas, la confianza es un con-
cepto ético, en la medida en que atribuimos honestidad, justicia y competencia
a los demas y depositamos en ellos la responsabilidad por nuestro bienestar y
el cumplimiento de nuestros objetivos teéricos y practicos. En el caso de los
sistemas de 14, se pretende que la explicabilidad nos proporcione una forma de
juzgar la confiabilidad e imparcialidad de las decisiones del sistema; sin embar-
g0, la evidencia empirica muestra que la explicabilidad no siempre promueve la
confianza, y en algunos casos incluso puede disminuirla. Aunque todavia falta
estudiar mas a fondo el problema, no debemos tomar como un dogma la idea
de que la transparencia y la confianza en la 1a van de la mano.

Dos tipos de opacidad algoritmica

Es posible entender la opacidad algoritmica de dos maneras muy diferentes.
Por una parte, se refiere a modelos cuya estructura, dataset, caracteristicas
(features), pesos y sesgos son propiedad de una compaiiia privada o publica, y
son tratados como secretos industriales protegidos por leyes mercantiles y de
derechos de autor. Estos modelos no son necesariamente complejos, pero su
opacidad se deriva del hecho de que las personas afectadas por sus decisiones
estan impedidas de forma legal para acceder a sus datos y funcionamiento. Por
otra parte, la opacidad algoritmica se refiere a algoritmos que escapan la com-
prension humana, debido a su complejidad extrema, lo cual los hace epistémi-
camente inaccesibles. Algunos autores, como Rudin (2019), han sugerido que
cuando las decisiones de un algoritmo afectan de manera significativa la vida
de las personas, solo se deberian utilizar algoritmos transparentes; sin embargo,
es bien sabido que hay una relacion inversa entre la transparencia y la precision
de un algoritmo. Los algoritmos mds precisos, como las DNN, son también los
mas opacos. Sacrificar la precision de las decisiones en aras de la transparencia
podria tener efectos muy negativos sobre los usuarios. En esta seccion discuti-
ré estos dos tipos de opacidad algoritmica; para facilitar la discusion, llamaré
al primer tipo opacidad juridica y al segundo, opacidad epistémica.

La opacidad juridica

A medida que se extiende el uso de herramientas basadas en 1A tanto en la
empresa privada como en las agencias del Estado, los modelos que utilizan se
han convertido en bienes valiosos que deben ser protegidos. La 14 esta siendo
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empleada para tomar decisiones importantes que afectan la vida de las perso-
nas en ambitos como la salud, la vivienda, la educacion, la asignacion de subsi-
dios, el crédito y el acceso al empleo, asi como en procesos penales, en los que
sirve para evaluar el riesgo de fuga o reincidencia de las personas imputadas,
y en general en el sistema judicial en aplicaciones como la deteccion de la eva-
sién fiscal y la vigilancia predictiva. En esta secciéon vamos a examinar las im-
plicaciones éticas de algunos casos en los que se han utilizado sistemas de 1a
juridicamente opacos.

Quizas el caso mas conocido de opacidad juridica es el Correctional Offen-
der Management Profiling for Alternative Sanctions (comPpas). Se trata de un
algoritmo utilizado en el sistema judicial estadounidense para evaluar el riesgo
de reincidencia de las personas en diferentes momentos del proceso penal. El
algoritmo fue creado y le pertenece a la compania privada Northpointe, rebau-
tizada Equivant. En una entrevista, su gerente general afirmé:

La clave de nuestro producto son los algoritmos y son de nuestra propie-
dad. [...] Nosotros los creamos y no los hacemos publicos porque son una
pieza esencial de nuestro negocio. No se trata de conocer los algoritmos.
Se trata de conocer los resultados. (Citado en Smith, 2016)

El algoritmo genera escalas de riesgo para la reincidencia general y vio-
lenta, las cuales se usan para tomar decisiones sobre la libertad condicional de
las personas encarceladas. Otro algoritmo es utilizado para decidir si las perso-
nas imputadas pueden esperar su juicio en libertad o si existe el riesgo de fuga,
reincidencia o interferencia en el proceso. La naturaleza secreta del algoritmo
se convirtio en el centro de una disputa juridica que termino en la decision de
State v. Loomis, tomada por la Corte Suprema del estado de Wisconsin, en los
Estados Unidos, en el 2016. La demanda contra la opacidad juridica del algo-
ritmo fue impuesta por un imputado llamado Eric Loomis, quien alegé que
utilizar la herramienta de evaluacion de riesgo proporcionada por COMPAS en
la decision sobre la pena que se le debia imponer violaba su derecho al debido
proceso, pues se infringia su derecho a ser condenado con base en informa-
cion precisa (State v. Loomis, 2016, p. 757). La opacidad juridica del algoritmo le
impedia cuestionar su precision y validez cientifica. También alegaba que
coMPas violaba su derecho al debido proceso, porque la Corte, de forma incons-
titucional, tuvo en cuenta el género al tomar la decision, ya que el algoritmo in-
cluye este como una de sus variables.

La Corte Suprema de Wisconsin reafirmé la decisién que habia tomado
el juez del caso en contra de Loomis. Los argumentos de Loomis acerca de la
violacion del debido proceso fueron rechazados, porque compas solo usa datos
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disponibles publicamente y datos proporcionados por el acusado; en consecuen-
cia, concluy6 la Corte, Loomis hubiera podido corregir la informacién. Ade-
mas, la Corte afirmé que el uso del género como un factor en la evaluacion del
riesgo sirve al propdsito no discriminatorio de promover la precision (State v.
Loomis, 2016, pp. 766-767). La sentencia incluy6 una nota de cautela para los
jueces que utilicen herramientas de evaluacion de riesgo y prescribié cdmo se
deben presentar las evaluaciones a las cortes y en qué medida las pueden utili-
zar (State v. Loomis, 2016, pp. 763-765).

Como lo han sefalado varios autores (Freeman, 2016; “ State v. Loomis:
Wisconsin Supreme Court requires warning before use of algorithmic risk as-
sessments in sentencing’, 2017), la cuestion que State v. Loomis nunca resolvid
tenia que ver, de forma paraddjica, con el riesgo involucrado en utilizar algo-
ritmos juridicamente opacos al tomar decisiones judiciales. COMPAS y otros
algoritmos opacos de evaluacién de riesgo han sido criticados por reforzar
desigualdades preexistentes, violar el derecho a la no discriminacién con base
en raza (Thomas y Pontén-Nuiez, 2022) y disfrazar “discriminacién evidente
basada en demografia y estatus socioecondmico” (Starr, 2014, p. 806). COMPAS
también ha sido acusado de ser menos preciso al evaluar acusados afrodescen-
dientes (Angwin et al., 2016), aunque esta afirmacion ha sido puesta en duda
(Corbett-Davies et al., 2016). También se ha encontrado que no se ajusta a al-
gunas métricas de justicia algoritmica (Gursoy y Kakadiaris, 2022). En térmi-
nos generales, las herramientas actuariales y algoritmicas sufren de problemas
en la calidad de los datos y de incertidumbre en sus resultados (Paez, 2016),
con lo cual parece factualmente irresponsable basar cualquier decision en ellas.

Otro ejemplo bastante conocido de opacidad juridica es el algoritmo Sys-
tem Risk Indication (SyRI), el cual fue desarrollado por el Gobierno neerlan-
dés en el 2014, como una herramienta para evaluar el riesgo de evasion fiscal y
abuso de subsidios. El sistema generaba perfiles individuales basados en datos
personales que habian sido recolectados de diversos organismos publicos. En
el 2020, la Corte de Distrito de La Haya prohibié seguir usando SyRI por vio-
lar el articulo 8.° de la Convencion Europea de Derechos Humanos (ECHR), el
cual protege el derecho al respeto de la vida privada y familiar (Lazcoz y Cas-
tillo, 2020). Al igual que compas, SyRI era juridicamente opaco. En el 2017, el
Ministerio de Asuntos Sociales decidié que los modelos de riesgo que utiliza-
ba debian ser secretos. La justificacion era que los potenciales infractores po-
drian adaptar su comportamiento si el Estado permitia el acceso al algoritmo
de riesgo; sin embargo, la gran mayoria de los factores en el modelo eran es-
taticos, es decir, imposibles de cambiar. En consecuencia, la justificacion de la
opacidad judicial era muy poco convincente. Varios estudios han mostrado que
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el uso de SyRI genera muchos de los mismos problemas éticos acerca de raza
y clase que ya habian sido detectados en el caso de compas, debido a su efecto
desproporcionado sobre grupos sociales desfavorecidos (Bekker, 2021; Racho-
vitsa y Johann, 2022).

En Colombia, el Estado usa un sistema algoritmico conocido como Sisbén 1v
para estimar los ingresos de las personas y determinar su elegibilidad frente a
subsidios y programas sociales. El algoritmo base también es “reservado’, es
decir, juridicamente opaco, segtin lo establece el articulo 70 del Plan Nacional
de Desarrollo 2022-2026 (Ley 2294 del 2023). La justificacion de la reserva es
la misma ofrecida por el Gobierno neerlandés: evitar que los ciudadanos ma-
nipulen el algoritmo al reportar informacion falsa. En este caso, la reserva esta
un poco mas justificada, porque gran parte de la informacion que sirve de base
para el algoritmo es autorreportada por los potenciales beneficiarios y se han
detectado multiples incidentes de fraude?.

No existe un remedio efectivo contra la opacidad juridica cuando esta es
innecesaria o éticamente problematica. Es poco probable que haya cambios dras-
ticos en las leyes mercantiles y de proteccion de derechos de autor, y muchos sec-
tores estan interesados en disefiar e implementar este tipo de algoritmos. Desde
mi perspectiva, el principal riesgo de la utilizacion indiscriminada de este tipo
de algoritmos es que cada vez mas reemplazaran la capacidad de juzgar de los
humanos, pues es facil caer en la tentacion de aceptar acriticamente los pun-
tajes y las recomendaciones que generan. Varios estudios empiricos respaldan
esta conclusion. Algunas investigaciones en economia comportamental y psi-
cologia social muestran que es psicoloégicamente dificil, y muy poco frecuen-
te, actuar en contra de las recomendaciones de los algoritmos (Christin et al.,
2015; Thaler, 1999). Estos estudios revelan que los resultados generados por los
algoritmos actiian como anclas para las decisiones humanas, eliminando la libre
discrecion en el proceso de evaluacion. No hay ninguna garantia de que el acce-
so a los datos sobre el funcionamiento del algoritmo contrarreste esta tenden-
cia, pero al menos habria una base para la atribucion de responsabilidades en
la medida en que se conociera el peso dado a cada una de las variables. Asi, las
personas encargadas de tomar las decisiones asumirian su responsabilidad con
base en las variables potencialmente sesgadas o discriminatorias del algoritmo.

Por ultimo, algunos autores han sefialado la necesidad de que existan au-
ditorias independientes de los datos de entrenamiento y de la estructura de los
algoritmos juridicamente opacos. Quizas la propuesta mas elaborada en este

2 Agradezco a Juan David Gutiérrez por sefialarme la existencia de este caso local de opaci-
dad juridica.
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sentido es la de Langenkamp et al. (2020), que solo puedo esbozar aqui de ma-
nera breve3. Los autores introducen la idea de reportes de transparencia algo-
ritmica, los cuales cubren cuatro categorias: (1) intencion: ;cual es el proposito
del modelo?; (2) dataset: informacion sobre demografia, caracteristicas y dataset
de prueba; (3) métricas: medidas del desempeiio del modelo, umbrales de prueba
y definiciones de “justicia”; y (4) aplicaciones: cdmo va a usarse el modelo en la
toma de decisiones. Estos reportes, que tendrian caracter confidencial, serian
la base factica para cualquier reclamo acerca de la ausencia de medidas precau-
telares por parte de las compaiias para evitar la discriminacion (Paez, 2021a).

La opacidad epistémica

El segundo tipo de opacidad algoritmica no es el resultado de las acciones o
decisiones de ningun individuo; mas bien, es la consecuencia de la forma en
que funcionan los algoritmos mas complejos de 1a. No todos los modelos de
IA son epistémicamente opacos; algunos usan arquitecturas simples, como ar-
boles de decision o funciones lineales sencillas, que no requieren de conoci-
miento técnico para ser entendidas. Pero el funcionamiento de los algoritmos
mas sofisticados, con las capacidades predictivas mas poderosas, escapan a la
comprension humana.

Consideremos el caso de las DNN, que son el tipo mas comun de algorit-
mo epistémicamente opaco. Las DNN estan disefiadas para identificar correla-
ciones y patrones en los datos, muchos de los cuales no son simbélicos, lo cual
los hace incomprensibles para los humanos. La red usa esos patrones y correla-
ciones con el fin de hacer las predicciones y las clasificaciones para las cuales ha
sido entrenada. Dentro de la red, los inputs pasan a través de multiples capas
ocultas de nodos o “neuronas” interconectados, cada uno de los cuales trans-
forma los datos de diferentes maneras antes de pasarlos a la siguiente capa de
nodos. Estas transformaciones a menudo incluyen operaciones no lineales,
las cuales, al combinarse con las interacciones entre las neuronas a lo largo de las
diferentes capas, le permiten a la red neuronal modelar limites de decision
complejos y multidimensionales. Incluso si pudiéramos ver todos los pesos y
sesgos en la red?, es decir, los pardmetros que el modelo aprendi6 durante el

3 Paraotras contribuciones importantes en esta misma direccion, véanse Gebru et al. (2018)
y Mitchell etal. (2019).

4 Los pesos determinan la fuerza de la conexi6n entre neuronas. Los sesgos son constantes
asociadas a cada neurona, que sirven como una forma de umbral, lo que permite que las
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entrenamiento, no seria claro como interpretarlos a la luz de las caracteristicas
del input original. Asi, la opacidad de las DNN no surge de las funciones no li-
neales, sino de la forma en que se usan en la red. Cada input de la red pasa por
una serie de transformaciones complejas e interconectadas que hace imposible
entender como se relaciona con el output. La naturaleza no lineal de las fun-
ciones de activacion aumenta esa complejidad. En un sistema lineal, el efecto
de cada input sobre el output puede considerarse independientemente de los
demas, pero en un sistema no lineal el efecto de cambiar un input depende del
valor de todos los demas inputs. Esto hace que sea epistémicamente imposible
entender como cada input influencia el output.

El segundo problema es que no hay manera de verificar qué pardmetros
estan siendo usados en las capas ocultas de la DNN v, por lo tanto, cudl es el
modelo que result6 del entrenamiento. Los modelos profundos a menudo tie-
nen un nimero muy grande de 6ptimos con un grado de precision predictiva
semejante. A este estado de cosas se le conoce como el problema de la identifi-
cabilidad de modelos:

Un modelo es identificable si un conjunto de datos de entrenamiento lo
suficientemente grande puede descartar todas las configuraciones posi-
bles de los parametros del modelo excepto una. Los modelos con variables
latentes a menudo no son identificables porque podemos obtener mode-
los equivalentes intercambiando variables latentes entre si. (Goodfellow

etal., 2016, p. 284)

Por lo tanto, es imposible verificar cual de los muchos modelos equivalentes
es el que generd un output en un caso particular. Sin identificar el modelo utiliza-
do, es imposible “explicar” las predicciones del modelo. Por supuesto, existe una
descripcion verdadera del modelo, pero es inaccesible al conocimiento humano.

La opacidad epistémica es una caracteristica problematica de los algoritmos
por varias razones. Desde el punto de vista ético, plantea muchas de las mismas
preguntas que la opacidad juridica con respecto a la discriminacion oculta y la
violacion de los derechos humanos. Desde el punto de vista técnico, es un obs-
taculo para los desarrolladores que quieran mejorar el desempefio del modelo,
y detectar y resolver sesgos y otros riesgos semejantes. Desde el punto de vista
regulatorio, el GDPR y otros ordenamientos mas recientes en otras jurisdicciones
requieren que la logica de las decisiones automatizadas que afecten la vida de
las personas de manera significativa sea conocida por los usuarios. Sigue siendo

neuronas se activen incluso cuando la suma ponderada de sus inputs no es suficiente para
hacerlo por si sola.
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una pregunta abierta si los desarrolladores van a poder cumplir este manda-
to legal. La opacidad epistémica también se considera a menudo un obstaculo
para la generacion de confianza en los modelos por parte de los usuarios, como
veremos en detalle mas adelante. Por estas y muchas otras razones, se han de-
sarrollado diferentes métodos para eliminar, o al menos disminuir, la opacidad
epistémica. En la siguiente seccion estudiaremos la efectividad de estos métodos.

La XAl y los esfuerzos para restaurar la transparencia

La xAI es un programa de investigacion en las ciencias de la computacién que
busca desarrollar métodos que provean algun grado de comprension del fun-
cionamiento de los modelos de aprendizaje automatico. Las aproximaciones
mas comunes a la XAI son: (1) intentar explicar una prediccion particular de
un modelo, al encontrar los elementos del input responsables de ese output; o
(2) proporcionar una explicacion global de como funciona el modelo y cua-
les son sus capacidades a través de un modelo mas simple. La primera apro-
ximacion usa métodos locales de interpretacion post hoc, es decir, posteriores
al entrenamiento del modelo. Estos incluyen sondeos contrafacticos (Wachter
et al., 2018; Mothilal et al., 2020) y diferentes tipos de métodos de perturbacién
del input, como LIME (Ribeiro et al., 2016), gradient-weighted class activation
mapping (Grad-cam) (Selvaraju et al., 2017; Ancona et al., 2019), shapely addi-
tive explanations (SHAP) (Lundberg y Lee, 2017), testing with concept activation
vectors (Tcav) (Kim et al., 2018), entre otros®. La segunda aproximacion est4
basada en el uso de modelos proxy, interpretativos o sustitutos. Las clases de
modelos sustitutos mas usados son las aproximaciones lineales o de gradiente,
las reglas de decision y los arboles de decision (Frosst y Hinton, 2017; Wu et al.,
2018). Ninguna de las dos aproximaciones logra eliminar por completo la opa-
cidad epistémica.

Durante mucho tiempo, los métodos locales de interpretacion post hoc se
consideraron —al menos dentro de la comunidad de desarrolladores— el ca-
mino mas prometedor para abrir la caja negra de la 1a. Sin embargo, mas re-
cientemente, han sido objeto de muchas criticas debido a sus limitaciones y
debilidades intrinsecas (Paez, 2024) y a la inescrutabilidad de las “explicacio-
nes” que producen para no expertos y usuarios finales (Ehsan y Riedl, 2020).
Quizas el problema mas grave de los métodos locales es su bajo desempefio en
diversas métricas de robustez. Lo ideal es que una alteraciéon minima del input

5 Para un estudio comprehensivo, véase Ivanovs et al. (2021).
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no resulte en una explicacion muy diferente del mismo output; no obstante, una
transformacion simple del input, o repetir el proceso de muestreo, puede gene-
rar explicaciones muy diferentes. Kindermans et al. (2019) revelan que afiadir
un cambio (shift) constante a los datos de entrada, lo cual es un paso simple
y comun de preprocesamiento que no afecta el desempeno del modelo, hace
que muchos métodos locales de interpretacion arrojen resultados equivocados.
Slack et al. (2020) descubrieron la vulnerabilidad de LIME y SHAP a los ataques
adversariales; y Ghorbani et al. (2019) muestran como generar perturbacio-
nes adversariales que producen inputs perceptualmente indistinguibles, a los
que se les asigna la misma etiqueta predictiva y, sin embargo, arrojan interpre-
taciones muy diferentes a través de métodos locales post hoc.

Otra limitacién de los métodos locales de interpretacion post hoc, como
los mapas de calor o de prominencia (saliency maps), es que carecen de preci-
sion. Por ejemplo, Rajpurkar et al. (2017) propusieron un mapa de calor para
explicar las predicciones de una red neuronal convolucional de uso médico. El
método resalta en rojo las areas de una placa de rayos X que son mas relevan-
tes en el diagnostico positivo de neumonia, y en azul las menos relevantes; no
obstante, algunos autores han cuestionado su utilidad. Ghassemi et al. (2021),
por ejemplo, arguyen que incluso las partes mas calientes del mapa contienen
informacion util e inutil, desde la perspectiva de un agente humano, y que sim-
plemente localizar la region mas caliente de la placa no revela con exactitud qué
elemento en esa region fue el que el modelo consideré importante:

Un médico clinico no puede saber si el modelo establecio apropiada-
mente que la presencia de una opacidad en un conducto de aire fue
importante en la decision, si la forma del borde del corazon o de la ar-
teria pulmonar izquierda fueron el factor decisivo, o si el modelo se baso
una caracteristica inhumana, tal como el valor o la textura de un pixel que
pudo estar mas relacionado con el proceso de toma de la imagen que con

la enfermedad subyacente. (p. €746)

Mas atn, la informacion proporcionada en el area caliente debe ser inter-
pretada, lo que abre la puerta a las creencias previas del médico y al riesgo de que
se cuele el sesgo de confirmacion. La explicacion también carece de cualquier
tipo de justificacion de por qué esa area en particular era mas relevante que
otras, porque no existe conocimiento causal que sustente la explicacion. Por
ultimo, el sesgo de automatizacion (Lyell y Coiera, 2017) puede llevar a sobres-
timar el desempenio del sistema y a un abandono de una actitud critica frente
a los resultados.
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Los métodos contrafacticos no son inmunes al problema de la robustez.
Aligual que los métodos de perturbacién del input, los métodos contrafacticos
pueden ser manipulados y converger hacia explicaciones drasticamente dife-
rentes al introducir pequefias perturbaciones (Slack etal., 2021). Los métodos
contraficticos también dependen criticamente de métricas de cercania, pero no
hay una forma fundamentada para decidir cual métrica usar en un caso particular.
Y tal como los métodos de prominencia, la falta de una base causal adecuada
puede generar explicaciones suboptimas e incluso por completo equivocadas
(Chou et al., 2021).

Esta es apenas una pequefia muestra de los problemas a los que se enfren-
tan los métodos locales de interpretacion. Su fragilidad e imprecisién son lo
suficientemente graves como para recomendar combinarlos con los métodos
globales de explicacion; sin embargo, estos tampoco son la panacea. Por ejem-
plo, para crear un modelo lineal que se asemeje funcionalmente a un modelo
opaco, se necesita conocimiento experto para seleccionar las caracteristicas que
deben incluirse. Solo aquellas caracteristicas que excedan un cierto umbral de
correlacion con las predicciones deseadas deben ser usadas, pero existe el ries-
go de que muchas no muestren correlacion alguna cuando son examinadas de
forma individual o de que su contribucion solo se pueda apreciar en combina-
cion con otras caracteristicas. La ventaja de los modelos lineales es que son usa-
dos con frecuencia en las ciencias sociales y naturales, incluida la medicina, lo
cual los hace una herramienta conocida y aceptada por la mayoria de sus usua-
rios. No obstante, no siempre es posible encontrar modelos lineales sustitutos,
en especial cuando el modelo estd basado en datos subsimbdlicos, como en los
modelos de visién por computador.

Los arboles de decision, por otra parte, se usan como sustitutos en aque-
llos casos en los que la relacion entre las caracteristicas y las predicciones son
lineales o cuando las caracteristicas interactuan entre si. También pueden ex-
presarse como reglas de decision; sin embargo, su naturaleza escalonada no
los hace muy eficientes. También son muy sensibles a cualquier cambio en los
datos de entrenamiento o a cualquier cambio en las caracteristicas escogidas:
un cambio en una bifurcacion al comienzo de un arbol lo afecta por completo.

Por ultimo, muchos métodos globales de explicacion que intentan preservar
la precision del modelo opaco original terminan generando “cajas grises”. Por
ejemplo, Xu ef al. (2018) comprimieron una DNN en una red neuronal super-
ficial, pero esta ultima sigue siendo completamente opaca para un usuario no
experto. Y cuando los modelos sustitutos son faciles de entender —por ejem-
plo, los arboles de decision de Bastani y Bastani (2019) para valorar el riesgo de
diabetes—, sufren de sobreajuste y pérdida de precision en comparaciéon con
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el modelo original. Por supuesto, se podria argiiir que el proposito principal
del modelo sustituto no es alcanzar un nivel de precision similar al del modelo
original —pues en ese caso el modelo original seria innecesario—, sino ayudar
a los usuarios finales a obtener algin grado de comprension de su funciona-
miento. Una explicacion funcional sencilla permitiria a los usuarios entender
las capacidades y limitaciones del modelo original, para que puedan ajustar de
ese modo sus expectativas. Por ejemplo, una explicacion sencilla de como fun-
ciona un modelo de 1A generativa como ChatGPT ayuda a sus usuarios a en-
tender por qué no es confiable usarla cuando se trata de informacioén factica.
Los arboles de decision simples, las listas de decision, los métodos basados en
ejemplos e incluso las explicaciones dialdgicas pueden ser mas utiles para ha-
cer comprensible y transparente, en algun grado, el funcionamiento de un sis-
tema de 1A. Pero ;qué significa con exactitud que un método de xAr1 haga que
un modelo sea comprensible? La siguiente seccion estara dedicada a responder
esta pregunta.

Explicabilidad y comprension

Para explorar el concepto de comprensién debemos recurrir a la literatura filo-
sofica al respecto. A primera vista, comprender o entender (usaré los dos tér-
minos indistintamente) una decision especifica de un sistema de 14, a través
de un método local de interpretacion post hoc, y un modelo como un todo por
medio de un modelo sustituto son dos estados mentales diferentes que requie-
ren de un andlisis independiente. El primero parece corresponder a los que la
literatura filoséfica llama entender por qué, mientras que el segundo parece re-
ferirse a una comprension objetual, es decir, a entender el objeto como un todo.
Ambos tipos de comprension han sido ampliamente discutidos en la epistemo-
logia y la filosofia de la ciencia.

La caracterizacion de la comprension objetual en la literatura epistemolo-
gica coincide con el propdsito de las explicaciones globales a través de modelos
sustitutos. Zagzebski (2009), por ejemplo, afirma que la comprension “implica
lograr ver relaciones de unas partes con otras partes y quizas la relacion de las
partes con el todo” (p. 144). El tipo de relaciones que ella tiene en mente pue-
den ser espaciales, temporales o causales. Para Grimm (2011), por su parte, la
comprension global de un objeto complejo como el sistema de metro de Nueva
York es un caso de “saber como™:

Si“saber como” implica una aprehension de como funciona una cosa, en-
tonces parece seguirse de ello que el objeto del “saber como” debe estar
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constituido por una estructura que pueda ser manejada, esto es, que pueda
ser manipulada para determinar como los diversos elementos de la cosa se
relacionan entre si y dependen los unos de los otros. (p. 86)

Ambas descripciones asumen que la comprension objetual requiere iden-
tificar las diversas partes de un objeto, describir sus interdependencias funcio-
nales y usar esa informacion para hacer inferencias utiles. Esto es justo lo que
ofrecen los modelos sustitutos, ya sea a través de ecuaciones lineales o reglas de
asociacion, o directamente en un arbol de decision. Estos modelos pretenden
proporcionar una version simplificada del modelo original, al mostrar sus ca-
racteristicas (features) principales, las relaciones funcionales entre ellas y las de-
cisiones del sistema. La meta es encontrar un proxy que restaure algin grado de
transparencia, en el sentido descrito por Paul Humphreys (2004):

En gran parte de los modelos estaticos, nuestra comprension esta basada
en la habilidad de descomponer el proceso entre los inputs y los outputs
del modelo en pasos modulares, cada uno de los cuales es metodologi-
camente aceptable tanto individualmente como en combinacion con los

demas. (p. 148)

El nivel de descomposicion en el caso de los modelos proxy o sustitutos
esta determinado por consideraciones pragmaticas. Una vez el usuario ha en-
tendido las relaciones funcionales que le interesan para sus metas practicas o
epistémicas, es posible afirmar que el modelo se ha vuelto transparente para él.
La transparencia es un concepto asociado con el éxito practico o epistémico,
y depende de lograr ver la estructura funcional del modelo opaco a través del
modelo sustituto.

Por otra parte, la descripcion filosofica de entender por qué encaja muy bien
con los métodos locales de interpretacion post hoc. Entender por qué paso p
no es equivalente a saber por qué p. Saber que un sistema de reconocimiento
de imagenes clasifico de forma correcta una imagen como un perro, porque le
fue mostrada una foto de un perro, claramente no es suficiente para entender
la decision del sistema. La persona debe poder responder una amplia variedad
de preguntas contrafacticas del tipo: ;qué hubiera pasado si las cosas fueran de
otro modo? (Woodward, 2003). ;Qué hubiese pasado si las orejas del perro no
fueran visibles? ;O si la luz hubiera sido mds tenue? ;O si le hubiéramos mos-
trado una imagen espejo de la imagen original? Los métodos de interpretacion
local deben permitirles a los usuarios visualizar variaciones del input para lograr
resolver estas preguntas. Solo su capacidad de responderlas puede demostrar que
han entendido por qué el sistema hizo la clasificacion correcta.
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De hecho, muchos autores han argiiido que no solo el entender por qué,
sino la comprension en general requiere de la habilidad de visualizar diferen-
tes configuraciones de las partes de un objeto e inferir sus estados resultantes,
es decir, la comprension en general requiere pensar de forma contrafactica (De
Regt y Dieks, 2005; Wilkenfeld, 2013). Como afirma Knuuttila (2011), “la com-
prension de lo posible es la manera de entender por qué emergid lo real y como
funciona” (p. 269). A pesar de las apariencias, considero que los métodos loca-
les de interpretabilidad post hoc no proveen las herramientas para pensar con-
trafacticamente. Unas pocas manipulaciones del input solo pueden dar a los
usuarios una idea basica acerca de algunas correlaciones con las decisiones del
modelo, pero no es posible generalizarlas facilmente a casos similares. Lo que
impide que estos métodos sean contrafacticos es la falta de informacién cau-
sal acerca de cdmo funciona el modelo como un todo, esto es, la falta de com-
prension objetual. Los modelos sustitutos proporcionan las reglas generales
que han sido extraidas de los datos o directamente del modelo, lo que propor-
ciona el soporte funcional necesario para pensar de forma contrafactica acerca
de cualquier prediccion. Por ejemplo, en un arbol de decision es posible seguir
una rama u otra, y cada una de ellas sera un caso contrafictico cuyo resulta-
do estard determinado por la estructura funcional estatica representada en el
arbol. Comprender por qué siempre requiere de algiin grado de comprensién
objetual (Paez, 2019).

Karimi et al. (2020) ofrecen un argumento similar, pero desde una pers-
pectiva mas practica. Ellos se enfocan en el problema del recurso algoritmico:
cuando una persona ha sido afectada desfavorablemente por una decision auto-
matizada (por ejemplo, le fue negado un crédito bancario), los métodos de xA1
deberian poder sugerirle acciones posibles para mejorar o cambiar la decisién
del sistema. Los autores se enfocan en uno de estos métodos: las explicaciones
contrafacticas mas cercanas desarrolladas por Wachter et al. (2018). Los auto-
res muestran que tales contrafacticos “no resultan en un conjunto de acciones
optimas o factibles que podrian cambiar favorablemente la prediccion de h si
fueran implementadas. Este defecto se debe principalmente a no considerar las
relaciones causales que gobiernan el mundo” (Karimi et al., 2020, p. 359). La in-
formacion causal faltante forma parte del conocimiento tedrico que compone la
comprension objetual del sistema. Si bien es cierto que un modelo sustituto no
proporciona por si solo la informacién causal faltante, al menos proporciona un
conjunto robusto de correlaciones funcionales simbolicas, las cuales pueden ser
investigadas y validadas de forma empirica. Estas correlaciones pueden consi-
derarse un paso inicial hacia la obtenciéon del conocimiento causal requerido
para disenar un sistema de decisién verdaderamente operable (Buijsman, 2023).
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En suma, los métodos locales de interpretabilidad post hoc por si solos no
proporcionan una comprension adecuada de un sistema de 1a. Al revelar las cau-
sas de predicciones especificas, estos métodos contribuyen a establecer las interco-
nexiones entre caracteristicas y decisiones, pero solo la habilidad de un agente
para razonar contrafacticamente sobre el modelo, solo su capacidad de usarlo
y manipularlo puede considerarse evidencia de que lo ha comprendido y, por
ende, de que se ha vuelto transparente en alguna medida para ese usuario. Los
modelos sustitutos son quizas la mejor herramienta epistémica para que una
amplia variedad de partes interesadas comprenda el funcionamiento de los sis-
temas epistémicamente opacos. La pregunta final que quiero discutir es si la
comprension de un modelo obtenido a través de un método de x a1 tiene como
resultado un mayor nivel de confianza en sus predicciones.

Transparencia, explicabilidad y confianza

en la inteligencia artificial

Existe la creencia generalizada de que la transparencia y la explicabilidad son
condiciones necesarias para que los usuarios confien en los sistemas de 1. La
Recommendation on the ethics of artificial intelligence (Organizacion de las Na-
ciones Unidas para la Educacion, la Ciencia y la Cultura [Unesco], 2021), por
ejemplo, le dedica un capitulo entero a la transparencia y la explicabilidad; afir-
ma que estas “tienen como objetivo proveer de informacion apropiada a sus des-
tinatarios respectivos para permitirles entender y para promover la confianza”
(111, §39). En esa misma linea, el marco ético Al4People, propuesto por Floridi
et al. (2018), afirma que “es especialmente importante que la 1A sea explicable,
pues la explicabilidad es una herramienta critica para generar confianza y com-
prension hacia la tecnologia” (p. 701). Los ejemplos de afirmaciones semejantes
son numerosos®. Pero a pesar de la popularidad de la idea de que la transparen-
cia promueve la confianza, tanto la evidencia disponible como la naturaleza de
la confianza complican esta imagen tan sencilla.

Antes de examinar la conexion entre explicabilidad y confianza, es im-
portante analizar la naturaleza de la segunda. En las relaciones humano-hu-
mano, la honestidad, la competencia y los valores compartidos son esenciales
para establecer confianza cognitiva y emocional (Gambetta, 1991)’. La confianza

6 Véase Kistner ef al. (2021, p. 169), para una revision de las opiniones favorables acerca de
la conexidn entre explicabilidad y confianza en la 1a.

7 En la literatura sobre la interaccién entre humanos y robots, la confianza cognitiva y la

emocional son llamadas objetiva y subjetiva, respectivamente (Witkowski y Pitt, 2000;
Witkowski et al., 2001; Tong et al., 2013).
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cognitiva estd basada en buenas razones racionales (Lewis y Weigert, 1985), en
qué tanto conocemos a la persona en quien depositamos nuestra confianza y
en la evidencia sobre su confiabilidad. La confianza emocional, por su parte, se
fundamenta en los sentimientos positivos generados por nuestras interaccio-
nes con los demas; es altamente contextual y depende de caracteristicas socia-
les y culturales que no son faciles de codificar. Los dos tipos de confianza son
independientes entre si. La gente a menudo confia en personas con las que no
tiene ninguna conexién emocional, si tiene evidencia clara de su competencia
y de sus habilidades. En otras ocasiones, confia en personas que le generan sen-
saciones positivas, quizas con base en claves sociales compartidas, sin conocer
sus capacidades cognitivas.

La honestidad, la competencia y los valores compartidos solo pueden atri-
buirse a los demas, si ademas les asignamos intenciones y creencias de las cua-
les es posible inferir estos rasgos. En el caso de la 14, la honestidad y los valores
compartidos son irrelevantes en gran medida, excepto quizas en el estudio de
las relaciones humano-robot, donde es importante determinar si los usuarios
atribuyen a los robots estados mentales de los cuales se pueden deducir carac-
teristicas como la honestidad y otras intenciones (Paez, 2021b). En los demas
contextos, la confianza en la 1A se reduce a la competencia y la confiabilidad,
esto es, a la confianza cognitiva. En la literatura al respecto, la confianza en la
1A se define como “el grado en el que la persona que confia cree que el sistema
automatizado se comportara como se espera’ (Papenmeier et al., 2022, p. 3).
Otra definicion popular se enfoca en el desempeno del sistema:

[La confianza es] la voluntad de una de las partes de hacerse vulnerable
a las acciones de la contraparte con base en la expectativa de que la se-
gunda llevara a cabo una accion de importancia para la primera, inde-
pendientemente de su habilidad para monitorearlo o controlarlo. (Mayer

etal., 1995, p. 712)

Hay otro contexto en el que la honestidad y los valores compartidos son
importantes, pero no como rasgos atribuidos a los sistemas de 14, sino como
contrapeso a las decisiones impersonales del sistema. Hay varios estudios que
muestran que, en ciertos contextos, como el ambito médico, las personas tien-
den a preferir las decisiones tomadas por humanos, incluso cuando son menos
precisas y confiables que las tomadas por sistemas automatizados (Ferrario y Loi,
2022; Longoni et al., 2019). En el contexto de los vehiculos auténomos, la gente
tiende a desconfiar de ellos incluso cuando las estadisticas indican que generan
un menor numero de accidentes (Hutson, 2017; Brenan, 2018). Dietvorst et al.
(2014) llaman a este fendmeno aversion algoritmica.
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Una de las posibles explicaciones de la aversion algoritmica es que los seres
humanos juzgamos de manera diferente a las maquinas y a nuestros congéneres.
En un estudio reciente, Hidalgo et al. (2021) compararon las reacciones de las
personas a una amplia variedad de acciones llevadas a cabo por humanos y por
maquinas; concluyeron que, en general, “los humanos son juzgados por sus in-
tenciones, mientras que las maquinas son juzgadas por sus resultados” (p. 139).
Un metanalisis anterior de factores que afectan la confianza en las interaccio-
nes humano-robot (HRI) también reveld que “las caracteristicas de los robots,
en particular los factores relacionados con su desempefio, son la influencia mas
grande actualmente sobre la confianza percibida en HR1” (Hancock et al., 2011,
p. 523). Este resultado se alinea muy bien con las definiciones de confianza que
se encuentran en la literatura sobre sistemas multiagente. En el campo de la 1a
médica, Hatherley (2020) arguye que es un error usar categorias consideradas
relevantes para la confianza interpersonal en las interacciones entre humanos
y la 1a médica; es posible decir que uno depende de estos sistemas, pero no pa-
recen ser el tipo de objetos en los que uno confia. En esta misma linea, Ferrario
et al. (2021) afirman que la confianza que los médicos tienen en los sistemas de
1A no requiere monitorearlos con respecto a propiedades que solo los humanos
pueden tener. El metanalisis de Hancock et al. (2011) también encontro que los
factores relacionados con actitudes humanas hacia los robots tenian un papel
menor en la construccion de confianza.

Por lo tanto, parece que el desempeno del sistema es el principal factor en
la construccién de confianza hacia las maquinas y que a menudo no es sufi-
ciente, como lo muestra la evidencia en el campo de la 1A médica. La pregunta
es si la explicabilidad puede agregarse como un factor que complemente al de-
sempeino como una fuente de confianza. La respuesta es que la evidencia acerca
de la utilidad de la explicabilidad para este propdsito no es concluyente. Algu-
nos estudios indican que tiene un efecto positivo. Shin (2021) hizo un estudio
con 350 individuos que usaban regularmente servicios automatizados de noti-
cias; sus resultados sefialan que la transparencia y la explicabilidad impactan
de forma positiva en la confianza de los usuarios. En el area de la 1a de apoyo
en decisiones clinicas, Liu et al. (2022) y Wysocki et al. (2023) reportaron que
la transparencia y la explicabilidad fueron efectivas en la construccion de con-
fianza entre el personal médico, aunque acentuaba el sesgo de confirmacién y
el exceso de confianza en el modelo.

A pesar de estos resultados positivos, la evidencia que muestra la inefecti-
vidad de la explicabilidad es mucho mas extensa y convincente, incluso en los
mismos sectores y en contextos similares. Papenmeier et al. (2019) encontraron
que, de hecho, las explicaciones de alta fidelidad disminuian la confianza de los

129



INTELIGENCIA ARTIFICIAL

usuarios en varios algoritmos de clasificacion altamente precisos utilizados en
redes sociales. Schmidt et al. (2020) también reportaron que un mayor grado
de transparencia en un algoritmo de clasificacion de texto puede tener un im-
pacto negativo sobre la confianza; mas atn, los autores afirman que

este efecto ocurre predominantemente en aquellos casos en los que las
predicciones del sistema de aprendizaje automatico son correctas, mos-
trando de este modo que el uso descuidado de la transparencia en he-
rramientas de asistencia basadas en ia puede de hecho desmejorar el
desempeno humano. (p. 261)

Estos son algunos de los muchos ejemplos en los que la investigaciéon em-
pirica no ha encontrado ningun soporte para la hipétesis de la relacion posi-
tiva entre explicabilidad y confianza®. Kistner et al. (2021) creen que hay tres
razones por las que las explicaciones fallan en la promocion de la confianza:

(1) Si la confianza que una persona le tiene al sistema ya esta en su grado
maximo, una explicacion no puede aumentarla; (2) si la explicacion revela
un problema en el sistema, la explicacion puede disminuir en lugar de au-
mentar la confianza; (3) si una persona no puede comprender la explica-
cion o no puede usarla para evaluar el sistema, es posible que la explicacion
no cambie su confianza en el sistema. (p. 2)

Esta revision de literatura indica que existe una aguda controversia en tor-
no ala efectividad de la explicabilidad en la construccion de confianza. Hay una
premisa implicita en esta discusion: la creencia de que la confianza en la 1a es
un fin deseable. Es evidente que no confiar en un sistema de decision automa-
tizado que sea util, explicable y de gran desempeifio parece irracional, incluso
antiético, si la falta de confianza impide que la gente reciba sus beneficios sin
un riesgo significativo; sin embargo, hay voces que invitan a la cautela. Peters
y Visser (2023) advierten acerca del exceso de confianza en el modelo y reco-
miendan una dosis saludable de desconfianza. Ghassemi et al. (2021) también
advierten acerca del peligro de usar explicaciones superficiales o poco confiables
en las aplicaciones en el sector salud, que pueden generar falsas esperanzas en el
poder de la 1a y llevar al sesgo de automatizacion; los autores llegan al punto de
afirmar que la explicabilidad no deberia ser un requisito de los modelos utiliza-
dos en el ambito clinico. Lakkaraju y Bastani (2020) también advierten que no
se deben usar métodos de xA1 que solo optimicen la fidelidad, esto es, que solo

8 Otros ejemplos incluyen: Chen et al. (2019), Cheng et al. (2019), Kizilcec (2016) y Langer
et al. (2018, 2021), asi como las referencias incluidas en cada uno.
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se preocupen por encontrar explicaciones que dupliquen de forma correcta las
predicciones del modelo de caja negra, porque es posible obtener la fidelidad
aun si las explicaciones usan caracteristicas completamente diferentes a las
utilizadas por el modelo original. Las explicaciones de alta fidelidad “pueden
incluso enganar al tomador de decisiones y hacerlo confiar en una caja negra
problematica” (p. 79). Incluso cuando los métodos de xA1 mejoran los reportes
de confianza y comprension de un sistema de 14, hay evidencia de que esos re-
portes no se traducen en una mejora en el desempeio en tareas que se apoyan
en el sistema (Kandul et al., 2023; Papenmeier et al., 2022).

Finalmente, existe el riesgo ético de promover métodos de explicabilidad
que fomenten la confianza emocional, a través de interfaces amigables que pro-
vean racionalizaciones post hoc falsas, pero persuasivas, de decisiones complejas.
Esto tiende a ocurrir en el campo de la robética social, donde la transparencia
algoritmica puede interferir con la integracion del robot en su entorno social.
Danaher (2020) ha llamado a estos sistemas autonomos “robots enganosos”. ; De-
beriamos descalificarlos como herramientas utiles debido a su naturaleza enga-
nosa? Con frecuencia, los seres humanos inventamos racionalizaciones post hoc
falsas para justificar las cosas que hacemos (Nisbett y Wilson, 1977). ;Por qué
las aceptamos en el caso de los humanos, pero no en el de las maquinas? Zerilli
et al. (2019) han expresado su preocupacion: “las decisiones automatizadas es-
tan siendo sometidas a estandares altos poco realistas, probablemente debido a
un estimado muy alto y poco realista del grado de transparencia que es posible
alcanzar en el caso de los decisores humanos” (p. 661). Isaac y Bridewell (2017)
defienden la idea de que el engafo de los robots es aceptable cuando lo hacen
en aras de un bien superior, incluida la integracion social fluida. ; Deberiamos
entonces tolerar el mismo grado de falta de sinceridad que encontramos en las
relaciones entre humanos? Con frecuencia, los robots tienen que tomar deci-
siones con consecuencias significativas, las cuales requieren de explicaciones
complejas que no pueden ser empaquetadas en formatos estandarizados. El uso
de outputs graficos en tiempo real para representar los estados internos del pro-
ceso de toma de decisiones que ocurre dentro del robot es una forma promete-
dora para alcanzar la transparencia robética (Wortham et al., 2017; Edmonds
et al., 2019). Esta aproximacion no requiere apelar a la confianza emocional de
las personas; por el contrario, al hacer explicita la arquitectura jerarquica del
software del robot, es mas facil pensar en él como un ser sin estados mentales
humanos. En suma, en situaciones de alto riesgo para las personas es conve-
niente que la confianza cognitiva prime sobre la emocional.
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Comentarios finales

A menudo se da por sentado que disefiar sistemas transparentes o explicables
debe ser una meta del desarrollo responsable de la 1a. Una de las principales ra-
zones que se aducen para ese desideratum es que es deseable que la gente confie
en esos sistemas. El analisis presentado en este capitulo muestra no solo que la
conexion entre explicabilidad y confianza no es obvia, sino también que el gra-
do de transparencia al que podemos aspirar en este momento, dado el estado
actual de los métodos de explicabilidad, es muy limitado. Esto ha llevado a que
algunos investigadores adopten una actitud escéptica acerca de la posibilidad
de comprender los sistemas de 1A.

Por ejemplo, Humphreys (2004) argumenta que “debemos abandonar la in-
sistencia en la transparencia epistémica para las ciencias de la computacion”; en
lugar de transparencia, podemos alcanzar las virtudes de los modelos computa-
cionales “a través de procedimientos de prueba y error, tratando las conexiones
entre la plantilla computacional y sus soluciones como una caja negra” (p. 150).
Otros se preguntan si el uso cada vez mas extendido de la 14 en las ciencias
“ejemplifica un cambio de paradigma que nos aleja del propdsito explicativo
tradicional de la ciencia, y nos acerca hacia el reconocimiento de patrones y la
prediccion” (Boge y Poznic, 2021, p. 171).

Yo quisiera resistir estos llamados a abandonar el proyecto de hacer que
la 1A sea comprensible. Hay razones epistémicas, éticas y juridicas —es decir,
razones normativas— para continuar desarrollando la 1a explicable. En conse-
cuencia, la discusion acerca de las posibilidades de la xa1 no debe estar restrin-
gida a sus limitaciones técnicas. Asi mismo, es una discusion filoséfica acerca
de la transparencia de una tecnologia utilizada para tomar decisiones que afec-
tan en gran medida la vida de las personas y, en ese sentido, es una discusion
ética de comienzo a fin.
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A TELEDETECCION HA EMERGIDO COMO UNA VALIOSA
herramienta para la observacion y comprension de nuestro entorno te-
rrestre, a través de la captura de datos con sensores remotos. Debido a la
complejidad de los procesos relacionados con esta tecnologia, en los ul-
timos afos se han venido utilizando técnicas de inteligencia artificial (1a) para
el analisis e interpretacion de imagenes satelitales. La combinacion de telede-
teccion e 1A mejora nuestro entendimiento de los cambios ambientales a escala
global, regional y local, y apoya las acciones favorables al desarrollo sostenible y
la gestion efectiva de recursos naturales. Utilizando imagenes satelitales y téc-
nicas avanzadas de aprendizaje automatico (machine learning), es posible faci-
litar la planificacién urbana sostenible, el seguimiento de la deforestacion y la
desertificacidn, la deteccidn de desastres naturales, la evaluacion de la calidad
del aire y del agua, entre otros usos, al proporcionar informacion crucial para
la implementacion efectiva de politicas respetuosas con el medio ambiente.
Este trabajo presenta dos aplicaciones de software que apuntan en esta di-
reccion: utilizan técnicas de aprendizaje automatico sobre imagenes satelitales,
para apoyar la toma de decisiones que promuevan un desarrollo sostenible. La
primera es un atlas que permite estimar el potencial energético a partir de la bio-
masa residual poscosecha'. En la busqueda de soluciones energéticas verdes,

1 Estaaplicacion forma parte de un proyecto de cooperacion triangular entre la Universidad
de los Andes, la Universidad de Chile y la Gesellschaft fiir Internationale Zusammenarbeit
(c1z) de Alemania, para generar recomendaciones orientadas a impulsar la reactivacion
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la valorizacién de este tipo de residuos emerge como una estrategia clave?. En
muchos sectores agropecuarios, una cantidad significativa de biomasa residual
representa un recurso hasta ahora mayormente desperdiciado. Convertir estos
residuos en fuentes de energia renovable no solo proporciona una alternativa a
los combustibles fosiles, sino que también fortalece la capacidad de las comu-
nidades para enfrentar desafios ambientales y econdmicos. En este contexto, el
atlas de biomasa ha sido diseiado como una herramienta interactiva que permi-
te a los usuarios acceder a un mapa y obtener estimaciones del potencial ener-
gético de diversas zonas, segun el tipo de cultivo presente y el tipo de residuo.

La segunda aplicacion esta dirigida a apoyar la monitorizacion del cre-
cimiento periférico de ciudades®. La expansién urbana descontrolada puede
llevar a problemas como la falta de vivienda adecuada, la contaminaciéon am-
biental y la segregacion social. Asi, se busca apoyar un desarrollo urbano pla-
nificado y sostenible, que incluya la construccion ordenada de infraestructuras
y servicios basicos, la disponibilidad de viviendas seguras y asequibles, la pro-
teccion del patrimonio cultural y natural, y la mejora de la calidad de vida en
las urbes y sus alrededores. Por ello, es fundamental contar con herramientas
de seguimiento que permitan a los planificadores y autoridades urbanas tomar
decisiones informadas, basadas en datos actualizados, para identificar areas de
mejora y disefiar politicas que promuevan un progreso citadino mas equitati-
vo, resiliente y sostenible a largo plazo.

La siguiente seccion esta dedicada a explicar varios conceptos basicos so-
bre la teledeteccion y las imagenes satelitales. Luego, se presentan aplicaciones
actuales de la 1a en diferentes sectores relacionados. A continuacion, se des-
cribe el atlas para la estimacion de potencial energético a partir de la biomasa
residual, para después hacer lo propio con la aplicacion para la monitorizacion
del crecimiento periférico de ciudades. Para finalizar, se dan algunas reflexio-
nes sobre los resultados y elementos abordados en este trabajo.

econodmica de territorios vulnerables, a través de la elaboracion y divulgacion de mapas
interactivos de potencial energético solar y de biomasa.

2 El objetivo de desarrollo sostenible 7 (oDs 7, “Energia asequible y no contaminante”) esta
dirigido a garantizar el acceso a una energia asequible, fiable, sostenible y moderna para
todos. Dentro de las metas especificas del ops 7 se incluye el incremento en el uso de ener-
gias renovables, siendo la biomasa una fuente que puede ser utilizada para este propdsito.

3 Elobjetivo de desarrollo sostenible 11 (0Ds 11: “Ciudades y comunidades sostenibles”) tiene

como meta hacer que las ciudades y los asentamientos humanos sean inclusivos, seguros,
resilientes y sostenibles.
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Algunos conceptos sobre teledeteccion

e imagenes satelitales

La teledeteccion es la practica de obtener informacién sobre las superficies
terrestres y acuaticas de la Tierra, mediante imagenes adquiridas desde una
perspectiva aérea, utilizando radiacion en una o mas regiones del espectro elec-
tromagnético, reflejada o emitida por la superficie terrestre (Campbell, 2023).
Es una herramienta muy util para la gestion del territorio, ya que posibilita el
analisis espacial de la cobertura terrestre para, por ejemplo, determinar cambios
en la dinamica de la poblacion, identificar patrones de actividades econdémicas,
evaluar ecologicamente la naturaleza, gestionar recursos hidricos y hacer segui-
miento a la desforestacién (Chuvieco, 2016; Lillesand et al., 2015).

Los satélites, a través de sensores, recopilan datos en forma de imagenes
que contienen informacién sobre la reflectancia de la luz (Campbell, 2023; Chu-
vieco, 2016; Lillesand et al., 2015). Estas imagenes, por lo general, tienen multi-
ples bandas que representan distintas longitudes de onda, desde las porciones
ultravioleta hasta las visibles e infrarrojas del espectro electromagnético.

Las imagenes satelitales poseen diversas caracteristicas clave. La resolucion
espacial determina la capacidad de distinguir objetos pequefios en una imagen
(expresada en metros por pixel), mientras que la resolucion espectral indica la
habilidad para captar diferentes longitudes de onda del espectro electromag-
nético. La resolucién temporal refleja la frecuencia con la que un satélite puede
adquirir imagenes de una zona especifica. Ademas, los satélites de observacién
terrestre ofrecen una cobertura global, ya que siguen una trayectoria que les
permite capturar imagenes de cualquier lugar en la superficie terrestre bajo esta.
Algunos satélites también utilizan informacién multisensorial, empleando
multiples sensores para capturar datos en diferentes espectros y resoluciones.

Existen diferentes misiones que han lanzado satélites al espacio para cum-
plir con objetivos cientificos, comerciales o de seguridad. Entre ellas se pue-
den citar Landsat?, programa conjunto entre la Administracién Nacional de
Aeronautica y el Espacio (NasA) y el Servicio Geoldgico de los Estados Unidos
(usas); y Copernicus®, programa de observacién de la Tierra liderado por la
Unidén Europea y desarrollado en colaboracion con la Agencia Espacial Europea.
Este ultimo, fuente de las imdgenes para las aplicaciones desarrolladas, cons-
ta de una constelacion de satélites, llamados satélites de monitoreo ambiental
(Sentinel), y una serie de servicios operativos que utilizan los datos recopilados

4 Véase https://landsat.gsfc.nasa.gov/

5 Véase https://www.copernicus.eu/es
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por estos satélites®. Los Sentinel estdn disefiados especificamente para recopilar
informacién sobre la Tierra en una amplia gama de aspectos, como la atmosfe-
ra, los océanos y los ecosistemas terrestres.

Los Sentinel, que son lanzados con diferentes capacidades y funciones, pro-
cesan y distribuyen datos de forma gratuita, fomentando asi el acceso abierto a
la informacidn para fines cientificos y comerciales. Entre estos esta Sentinel-1,
que utiliza radar de apertura sintética para obtener imagenes de la Tierra cada
seis dias, independiente de las condiciones meteoroldgicas, con una resolucién
espacial de cinco metros; su dominio de medicién abarca la topografia del pai-
saje, la humedad del suelo y la vegetacion. Otro es el Sentinel-2, el cual captu-
ra imagenes multiespectrales con una resolucion espacial de diez metros para
las bandas espectrales visibles e infrarrojas cercanas y una resolucion de veinte
metros para las bandas infrarrojas de onda corta, con una capacidad de revisita
de diez dias. Esta multiespectralidad brinda una vision integral y detallada de
la superficie terrestre, lo que permite analizar la salud de la vegetacion, moni-
torear cambios en el uso del suelo, evaluar la calidad del agua y realizar diversas
aplicaciones relacionadas con la gestion del medio ambiente y la agricultura.

Inteligencia artificial sobre imagenes satelitales

El avance vertiginoso de la 1a ha potenciado radicalmente la capacidad de pro-
cesamiento y extraccion de informacion a partir de diversos datos complejos,
ofreciendo posibilidades sin precedentes en una amplia gama de aplicaciones.
En particular, la integracion de la 1a con la teledeteccion esta abriendo nuevas
vias para respaldar el desarrollo sostenible en multiples sectores, al permitir
analizar, de manera eficiente y precisa, grandes cantidades de datos recopila-
dos por satélites (Janga et al., 2023; Jeon, 2023; Li et al., 2018; Miller et al., 2024;
Thapa et al., 2023). Esta capacidad de procesamiento sobre imagenes satelitales
puede utilizarse para prever cambios ambientales y evaluar el progreso hacia
metas especificas de los objetivos de desarrollo sostenible (0Ds), al proporcio-
nar a Gobiernos y organizaciones herramientas para la toma de decisiones in-
formadas (Burke et al., 2021; Holloway y Mengersen, 2018; Ferreira et al., 2020;
Persello et al., 2022). Potenciar esta capacidad ayuda a comprender y mitigar
los impactos en el entorno natural, al promover practicas sostenibles que con-
tribuyan a un avance equitativo y resiliente a largo plazo.

6 Véase https://dataspace.copernicus.eu/ecosystem
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Por ejemplo, la conjuncion de estas dos tecnologias ha posibilitado diver-
sas aplicaciones para el sector agricola: el seguimiento dindmico de los cultivos,
la prediccion de la productividad agricola, la segmentacion y clasificacion de
cultivos, la deteccion de enfermedades y estrés en las plantaciones, entre otras
(Benos et al., 2021; Teixeira et al., 2023). Ademas, ha facilitado una gestion opti-
ma de la distribucion de los cultivos y el aprovechamiento del suelo. En especial
en la deteccion y monitoreo de areas de cultivo, una tarea critica para la gestion
agricola sostenible y la seguridad alimentaria en el mundo, las técnicas de 1a han
revelado un gran potencial al posibilitar la automatizacion de la identificacion de
plantaciones mediante el analisis de imagenes satelitales (Jung et al., 2021).

En el sector energético, la combinacion de 14 y teledeteccion puede apoyar en
la planificacién e implementacién de proyectos relacionados con el uso de ener-
gias renovables (Lindahl et al., 2023; Paletta et al., 2023). En particular, ofrece
posibilidades para desarrollar modelos para la estimacion de biomasa residual,
como residuos agricolas o forestales, al igual que para identificar cambios en la
distribucion y cantidad de biomasa a lo largo del tiempo. Estos modelos ayudan
a identificar areas con alto potencial para la produccion de biomasa y planificar
estrategias de recoleccion y uso de manera eficiente, con el fin de generar ener-
gias alternativas (Carrijo et al., 2020; Liu et al., 2024; Senocak y Guner, 2022).

En el ambito urbano, la integracion de estas dos tecnologias promete revo-
lucionar la forma en la que se disefian, gestionan y optimizan las ciudades (Li
et al., 2023). Al aprovechar técnicas de 14, junto con métodos de teledeteccion, se
tiene entonces la capacidad de detectar y rastrear cambios en el uso del suelo,
como la expansion urbana, la conversion de areas verdes o el desarrollo de in-
fraestructuras (Kim et al., 2024; Veneri et al., 2022). Este conocimiento puede
utilizarse para la construccion de herramientas para la gestion ambiental y la
evaluacion del impacto de actividades humanas, promoviendo asi un desarro-
llo urbano mas sostenible y resiliente (Wu et al., 2024). Ademds, hace posible la
identificacion y clasificacion de elementos urbanos como edificios, carreteras,
parques y cuerpos de agua, lo cual contribuiria a la evaluacion de infraestruc-
turas existentes y a la planificacién de nuevas construcciones.

Atlas para la estimacion del potencial energeético,

a partir de la biomasa residual

En Colombia, los programas de desarrollo con enfoque territorial (PDET) buscan
estabilizar y transformar las zonas mas afectadas por la violencia y la pobreza,
beneficiando a 170 municipios de 19 departamentos, que abarcan el 36 % del
territorio y el 24 % de la poblacién rural. Dada la alta proporcion de poblacion
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agricola en estos territorios, surge la oportunidad de impulsar su desarrollo
mediante proyectos energéticos sustentables, aprovechando la biomasa residual
poscosecha. Esto no solo beneficiaria a las comunidades locales, sino que tam-
bién contribuiria a la transicion energética del pais, al promover el uso de resi-
duos orgdnicos’. En este contexto, la propuesta se centrd en la construccion de
un atlas de biomasa, el cual ofrezca informacion correspondiente a la genera-
cion de residuos poscosecha con enfoque en los territorios con PDET, incluidas
las estimaciones del potencial energético generado a partir de su aprovecha-
miento®. Como se muestra en la figura 5.1, el atlas se basa en una metodolo-
gia que combina técnicas de aprendizaje automatico con imagenes satelitales
y datos historicos de produccién agricola, para la construccion de modelos de
identificacion de plantaciones y la prediccion de rendimiento de cultivos con
base en el area sembrada. Estos modelos se integraron en una aplicacion web
que permite al usuario final interactuar con un mapa y obtener estimaciones del
potencial energético, para zonas dentro de municipios con PDET seleccionados.

Imagenes Informacion de Datos historicos
satelitales de coberturas y de produccion del
Sentinel-2 zonas cultivadas cultivo

Modelo para la

Modelo para la
identificacion de estimacion de la

produccion

cultivo

En inferencia:

O Zc_’na ’ Integracion de los dos modelos con ecuaciones Potencial
m Cultivo ’ de potencial energético agricola ) energético

Residuo ———»

Figura 5.1. Metodologia para la construccion del atlas de biomasa

Fuente: elaboracion propia.

7 En el contexto del potencial del pais para el aprovechamiento de residuos, en un estudio
realizado por el Centro de Innovacién y Desarrollo Tecnoldgico del Sector Eléctrico (CIDET)
para identificar los distintos tipos de biomasa residual disponibles para la generacion
de biogas, se encontr6 que el pais posee un potencial tedrico energético de 149 436 TJ/afio de
biomasa residual agricola, pecuaria, agroindustrial y urbana. Este potencial técnico co-
rresponde al 26 % de la demanda nacional de gas natural, con respecto a datos del balance
energético colombiano (Rincon Martinez et al., 2019).

8 LaUnidad de Planeacion Minero Energética (UPME) construyd un atlas del potencial ener-

gético de la biomasa residual proveniente de ocho cultivos promisorios, tres actividades
pecuarias y dieciocho municipios como fuente de residuos sélidos urbanos en plazas de
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Para este estudio se seleccionaron municipios con PDET, aplicando un
analisis multicriterio (Mca) con légica difusa, basado en once indicadores so-
cioeconoémicos y fisicos, como cobertura de servicios, rendimiento agricola,
factores ambientales, entre otros®. Este método permiti6 crear un indice de
potencialidad, con valores destacados en Putumayo (0,38), Cesar (0,373) y Bo-
livar (0,363). Aunque el Mca facilita la toma de decisiones, la incorporacion de
multiples capas de datos de caracter heterogéneo aumenta la complejidad y el
riesgo de sobreajuste y ruido. Por ello, la seleccion final incluy6 veintiin mu-
nicipios con PDET en Bolivar y Cesar, considerando también la extension de
areas cultivadas y protegidas.

Para la prueba de concepto se trabajo con palma de aceite, pero la meto-
dologia es aplicable a cualquier tipo de cultivo. A continuacién, de manera ge-
neral, se explican los pasos seguidos para la construccién de los modelos de
identificacion de cultivos y estimacion de la produccién, con base en el ciclo
de aprendizaje automético (Geron, 2022)'°.

Construccion del modelo de identificacion de cultivos

A través del portal de datos abiertos de Copernicus, se realizo la descarga de las
imagenes de Sentinel-2 que cubren los municipios seleccionados de los depar-
tamentos de Cesar y Bolivar; para ello, se emple6 informacién de coordenadas
y rango de fechas (afios 2018 y 2020). Para la identificacion de dreas de cultivos
de palma de aceite, se utilizé el mapa de Cobertura de la Tierra, desarrollado
por el Instituto de Hidrologia, Meteorologia y Estudios Ambientales (ipEam)".

mercado, ademds de los generados por las podas en dreas urbanas. La informacién sobre
areas sembradas, ubicacion de los cultivos, rendimientos y cantidades de residuos genera-
dos se obtuvo del Anuario Estadistico del Sector Agropecuario del 2006 (Unidad de Plani-
ficacion Rural Agropecuaria, s.f.) y de los gremios del sector, como Cenipalma, Cenicana,
Cima, Cenicafé, Fedearroz, entre otros. La cantidad de biomasa residual se calculd a partir
de los factores de generacion de residuo, utilizando los valores promedio de la caracteriza-
cién fisicoquimica de cada tipo de biomasa residual (UPME, 2021).

9  Los indices socioecondmicos fueron tomados de fuentes oficiales como Terridata (Departa-
mento Nacional de Planeacion, s.f.), UPME (s.f.) y la Plataforma Nacional de Datos Abiertos
de Colombia (Ministerio de Tecnologias de la Informacion y las Comunicaciones, s.£.). Los
fisicos fueron recolectados a través de portales como Copernicus Global Land Service (s.f.)

10 Para una descripcién detallada, véase Diaz (2023).

11 El mapa contiene la clasificacion de mas de 130 clases diferentes de coberturas, entre las
que se describen y caracterizan territorios como centros urbanos, zonas industriales, zonas
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También se utilizaron poligonos suministrados por el Instituto Geografico
Agustin Codazzi (1GAC) sobre la zona de estudio. Ademas, fueron construidos
poligonos asociados a otras coberturas para las siguientes cuatro clases: suelo
desnudo, naturaleza, ciudad (zona urbana) y cuerpos de agua. Para tal efecto, se
utilizo la herramienta de creacién de poligonos provista por el programa Qais'.

Para aplicar los algoritmos de aprendizaje automatico seleccionados en
este trabajo, es necesario obtener una representacion, a partir de las imagenes
satelitales, en la forma de una matriz bidimensional, donde cada fila corres-
ponde a un pixel de la imagen y cada columna representa un atributo asociado
a dicho pixel, como los valores de las diferentes bandas espectrales. Ademas,
fue necesario asignar a cada pixel una clase, que define su tipo de cobertura, lo
cual se incluyé como una columna adicional en la tabla. Asi, para transformar
los valores de las bandas de los poligonos de palma de aceite y otras coberturas
a este formato tabular, se desarroll6 un script en Python utilizando la libreria
GDAL, el cual extrae y organiza la informacion de cada pixel en las distintas
bandas espectrales, asignando también la clase correspondiente (coberturas y
cultivos de palma en los diferentes poligonos). A partir de esta tabla, se derivd
un conjunto de entrenamiento con el 80 % de los datos (68732 registros) y un
conjunto de pruebas (test) con el 20 % restante (17183 registros).

Sobre el conjunto de entrenamiento se realizaron los pasos de limpieza e in-
genieria de caracteristicas. El primero consisti6 en la eliminacién de registros du-
plicados, nulos y con valores en cero para alguna de las bandas. En el segundo se
anadieron dos capas adicionales (variables) relacionadas con un modelo digital
de elevacion (DEM) de la zona de estudio y la pendiente (SLOPE), que representa
la tasa de cambio de elevacion para cada celda del modelo digital de elevacion.
Para esta tarea, se descargd el ALOS PALSAR DEM, recurso cartografico disponi-
ble dentro de los productos del satélite aALos'.

mineras, territorios agricolas, areas con pastos para ganaderia, areas de bosques, llanuras,
pantanos y cuerpos de agua. Dentro de las clases de cobertura disponibles, se tienen al-
gunas especificas para diversos cultivos presentes en el pais; en particular, existe una clase
dedicada a la palma de aceite (IDEAM, s.f.).

12 Véase https://www.qgis.org/es/site/

13 Véase https://gdal.org/en/latest/

14 El Satélite Avanzado de Observacion Terrestre (ALOS), también conocido como DAICHI,
fue una mision satelital japonesa que operd del 2006 al 2011. Llevaba tres instrumentos,

incluido el radar de apertura sintética de banda L tipo phased array (PALSAR), que se uti-
liz6 para obtener observaciones detalladas de la superficie de la Tierra, de dia y de noche,
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El modelado se hizo con XGBoost™, el cual es un algoritmo de aprendi-
zaje basado en una combinacion de clasificadores. Se realizé una busqueda de
hiperparametros con técnicas de seleccion de modelos. El modelo final (con el
mejor rendimiento, con base en la técnica de validacion) fue aplicado al con-
junto de test y se calcularon las métricas de rendimiento, exactitud, sensibilidad
o recall, precision y el F1-score, para cada una de las clases y para el desempefio
general del modelo'® (Diaz, 2023). Por ejemplo, para la exactitud, se obtuvo un
promedio por encima de 9o %. La figura 5.2 muestra las clasificaciones hechas
por el modelo sobre una zona no utilizada durante el aprendizaje.

Imagen original Delimitacion areas cultivadas

Clasificacion del modelo
I Ty o

Figura 5.2. Clasificaciones realizadas por el modelo XGBoost
La segunda imagen muestra delimitadas las plantaciones de palma de aceite para la

primera imagen. En la tercera se pueden observar las zonas, en verde oscuro, que el
modelo identifica como plantaciones de palma de aceite.

Fuente: elaboracion propia sobre imagenes generadas son el software Qais”.

en cualquier condicién meteoroldgica. Los datos PALSAR podian adquirirse de multiples
modos, con diferentes polarizaciones, resoluciones, anchos de franja y dngulos fuera del
nadir, lo que lo constituia como una herramienta adecuada para la generacion de modelos
digitales de elevacion. PALSAR se utiliz6 para una variedad de aplicaciones, incluida la car-
tografia, la observacion precisa de la cobertura del suelo a escala regional, el monitoreo de
desastres y el estudio de recursos. Fue una herramienta valiosa para cientificos e investi-
gadores, y sus datos siguen utilizandose para diversos fines en la actualidad. Véase https://
asf.alaska.edu/data-sets/sar-data-sets/alos-palsar/alos-palsar-about/

15 Véase https://xgboost.readthedocs.io/en/stable/
16 Recall: representa la proporcion de datos de la clase que se clasifico de forma correcta. Pre-
cision: indica cuantos datos clasificados en una clase realmente pertenecen a esta. F1-score:

proporciona la media geométrica de estas dos medidas.

17 Se ajustd la imagen con la aplicacion LetsEnhance, utilizando la opcién Balancedx4, para
obtener una resolucién de 300 dpi.
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Construccion del modelo de prediccion

de rendimiento agricola

Para la construccion del modelo, se utilizaron datos de las evaluaciones agrope-
cuarias (EvAa) de la Unidad de Planificacién Rural Agropecuaria (UPRA) corres-
pondientes al periodo 2006-2021, que incluyen 271801 registros y 17 columnas
con informacidn sobre drea sembrada, cosechada, produccion y rendimiento,
por municipio, cultivo y periodo. Tras filtrar los datos para enfocarse en el culti-
vo de palma de aceite, se obtuvo un conjunto de 1796 registros correspondientes
a 21 departamentos, con especial énfasis en los tres primeros con mayor nime-
ro de registros, incluidos 23 municipios de Cesar y 18 de Bolivar. Se entren6 un
modelo de regresion lineal utilizando el area sembrada como variable descrip-
tora y la produccién como variable objetivo, sin segmentar los datos por varia-
bles temporales o espaciales. El conjunto de entrenamiento comprendié el 8o %
de los registros (1436 ejemplos), mientras que el 20 % restante (360 registros) se
uso para las pruebas. El modelo fue evaluado con métricas como el coeficiente
de determinacion (Rz2) y la raiz del error cuadratico medio (RMSE), obteniendo
valores de 0,87 para el primero y 7293,25 para el segundo

El atlas de biomasa

La vista general de la herramienta desarrollada muestra un mapa interactivo, en
el que se pueden observar los puntos clasificados mediante el modelo XGBoost
(Diaz, 2023). Dentro de la grilla, el usuario puede dibujar un poligono y obte-
ner informacién general, como la latitud, la longitud y la ubicacién, asi como
informacion histérica de produccion para el municipio al que pertenece la zona
seleccionada. Ademas, se utiliza la resolucion de pixel de la imagen para estimar
el area del cultivo en la zona, obteniendo el nimero de pixeles de palma dentro
del poligono y transformando el valor resultante a hectareas. Con este valor se
realiza el estimado de la produccion con el modelo de regresion. La aplicacion
permite al usuario seleccionar los residuos poscosecha del cultivo, que seran uti-
lizados como entrada para la funcion de estimacion del potencial, junto con la
produccién estimada. El resultado final se muestra como un valor unico de
energia resultante con base en ecuaciones de potencial energético para la palma
de aceite, que permiten el célculo de energia de acuerdo con el tipo de residuo
y el area sembrada. Para validar la aplicacion, se hicieron pruebas de usuario
con las instituciones que participaron en el proyecto'®, las cuales certificaron
su utilidad y usabilidad en este contexto.

18 En este proyecto de cooperacidn triangular participaron, como expertos y usuarios finales,
la uPME, del Ministerio de Minas y Energia, el 1GAC, entre otros entes.
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Identificacion del crecimiento periférico de ciudades

El catastro es un registro publico que documenta las propiedades y caracteris-
ticas fisicas de los bienes inmuebles dentro de un drea geografica especifica. Es
crucial mantenerlo actualizado, porque proporciona informacion precisa y de-
tallada sobre la propiedad y el uso del suelo, lo que facilita la gestion adecuada
de recursos, como agua y energia, la integracion de areas verdes y espacios pu-
blicos, y la provision de servicios basicos de manera equitativa. Ademas, ayuda
a prevenir conflictos relacionados con la tenencia de la tierra y apoya la gestion
de riesgos asociados con desastres naturales, promoviendo asi ciudades més re-
silientes y sostenibles en el largo plazo.

Los procesos de actualizacion catastral se componen en gran parte por
trabajos manuales que se tornan costosos, debido al tiempo de revisiéon que
toma buscar los cambios temporales en la cobertura del suelo para dreas muy
extensas, como las principales ciudades. Una via para apoyar este proceso es
por medio del desarrollo de herramientas que faciliten la identificacion de cam-
bios en la cobertura de las ciudades, lo que permite a quienes toman decisiones
implementar acciones de manera oportuna, con base en analitica espacial del
crecimiento de zonas urbanas.

El objetivo principal de este trabajo fue desarrollar una aplicacion para fa-
cilitar la deteccion de cambios en la cobertura urbana y el uso del suelo'. Este
proceso se llevo a cabo mediante el analisis de imagenes de radar multitempo-
rales proporcionadas por Sentinel-1, con técnicas de aprendizaje profundo (deep
learning). Como se muestra en la figura 5.3, la herramienta se basa en una red
neuronal convolucional (CNN), que permite segmentar imagenes de radar aso-
ciadas a tres periodos consecutivos (T1, T2 y T3), para detectar cambios en la
cobertura a través del tiempo, utilizando para su implementacion tecnologias de
nube. A continuacién, de manera general, se describen los pasos que se siguie-
ron para la construccion del modelo de identificacion de cambios de cobertura,

con base en el ciclo de aprendizaje automético (Geron, 2022)?°.

19 El usuario final de esta aplicacién es una empresa colombiana que se especializa en geo-
rreferenciacion enfocada en la actualizacion cartografica, que consiste en detectar y proce-
sar cambios en el territorio, para crear productos de valor agregado para diversos sectores
econdmicos en Latinoamérica de manera sostenible.

20 Para una descripcion detallada, véase Vasquez (2023).
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Imagen de radar || Imagen de radar Imagen de radar
de Sentinel-Ty de Sentinel-Ty de Sentinel-Ty
tiempo 1(T1) tiempo 2 (T2) tiempo 3 (T3)
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Figura 5.3. Diagrama general de la aplicacion para la deteccion de cambios
en zonas urbanas

Fuente: elaboracion propia.

Construccion del modelo de identificacion

de cambios de cobertura

La metodologia utilizada en este trabajo se basa en la propuesta realizada por
Gruenhagen y Juergens (2022). Este estudio emple6 imagenes de radar de Sen-
tinel-1 para analizar cambios en la cobertura del suelo, como la demolicién y la
construccion de edificios. Para visualizar la dinamica espacial en la cobertura
terrestre, se asignan las imagenes ordenadas cronolégicamente (T1, T2 y T3)
a los colores rojo, verde y azul, y se superponen en una imagen mediante la
mezcla aditiva de colores. Los cambios en la ocupacion del suelo entre los tres
puntos temporales se revelan en la respectiva mezcla de los tres colores impli-
cados (figura 5.4). Si se construyen o derriban edificios, estos cambios de la cu-
bierta terrestre se muestran en el color correspondiente al periodo de tiempo,
lo que permite un registro muy preciso del cambio de la cubierta terrestre. Las
zonas en las que no se producen cambios en la ocupacion del suelo se mues-
tran en tonos blancos o grises.

Para construir el conjunto de aprendizaje, se descargaron imagenes de Sen-
tinel-1 de los periodos 2019, 2020 y 2021, sobre las ciudades seleccionadas para
el estudio (Barranquilla, Cali y Santiago de Chile), durante los tres primeros
meses para cada T. Esto se realiza con el objetivo de tener un promedio que re-
presente la textura real de uso del suelo y no registros momentaneos, como lo
pueden ser contenedores en zonas de desembarque maritimo, parqueaderos de
vehiculos, entre otros. Después, se construyeron poligonos de las zonas que com-
prenden la categoria de cambios del uso del suelo en la imagen multitemporal,
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utilizando la herramienta de edicién Google Earth Engine (Geg)?". Por dltimo,
las imagenes se dividieron en patches de 512 x 512 pixeles, con sus respectivas
mascaras (anotaciones) realizadas manualmente con GEE, y se obtuvo un to-
tal de 161, de los cuales el 12 % se destiné como conjunto de validacion para la
busqueda de hiperpardmetros. El test se disefid en dos fases, la primera sobre
un conjunto de trece patches, correspondientes a Santa Marta y Cartagena, los
cuales tienen las anotaciones manuales correspondientes. Para la segunda fase,
se realizaron veinte inferencias sobre todo Bogota sin anotaciones manuales y
solo visuales, comparadas con la construccion de la imagen de radar multitem-
poral de los afos 2019, 2020 y 2021.

ntermedio
(T2:T1) (T3-T1)

Destruccion

Levantamiento|

Levantamiento

Destruccion

Sin camblos

Figura 5.4. Imagenes opticas correspondientes a Soacha en (a) T1, (b) T2y (c) T3, asi
como la composicion final de tres canales, los cuales representan los cambios en una
escala de color RGB

Se observa que la composicion es fiel a los cambios de los nuevos conjuntos residenciales
construidos en la zona noroccidental (T1 corresponde a los primeros tres meses del 2019,
T2y T3a2020 y 2021, respectivamente). Al lado izquierdo se presenta la leyenda de la
creacion de la imagen multitemporal, con su interpretacion.

Fuente: elaboracion propia sobre imagenes generadas son el software QGISZ,

21 Véase https://earthengine.google.com/

22 Se ajustd la imagen con la aplicacion LetsEnhance, utilizando la opcién Balancedx4, para
obtener una resolucién de 300 dpi.
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Para el modelado se utilizé una arquitectura tipo U-net, la cual es una
red neuronal convolucional disefiada para tareas de segmentacion semantica
de imagenes?>. Se caracteriza por una estructura codificador-decodificador en
forma de “U”, de ahi su nombre. Se destaca por su capacidad de realizar una
segmentacion precisa de imagenes, que captura tanto informacion detallada
como contextual a diferentes escalas. Para realzar sus capacidades, se sustituyd
el codificador por la implementacién de vGG16!24) de la libreria Keras®®. Luego,
se llevd a cabo el entrenamiento con muestras de validacion y busqueda de hi-
perparametros, los cuales permitieron ajustar la red al conjunto de datos. La pla-
taforma utilizada para la construccién y validacién del modelo fue Vertex a1,
de Google Cloud. Con base en el conjunto de validacion se obtuvo un prome-
dio de exactitud de 92 %.

La figura 5.5 muestra nuevas inferencias del modelo sobre Bogota, la ciu-
dad de mayor poblacién y crecimiento urbano en Colombia. La inferencia so-
bre Bogota presenta una buena diferenciacion con respecto a las zonas urbanas
que mantienen colores blancos y grises, correspondientes a coberturas perma-
nentes a lo largo del periodo de estudio. Por el contrario, la méscara resultan-
te, que identifica cambios en la imagen de radar, deja al descubierto las zonas
donde hay presencia de destruccion y construccion de nueva infraestructura,
ya sea vial, residencial o industrial.

23 Lasegmentacion semantica de imégenes es una técnica en el campo de la visién por com-
putadora, que consiste en asignar a cada pixel de una imagen una etiqueta que identifique
el objeto al que pertenece.

24 vGG16 es una red neuronal convolucional propuesta por K. Simonyan y A. Zisserman, de la
Universidad de Oxford, la cual adquirié notoriedad al ganar el Desafio de Reconocimien-
to Visual a Gran Escala de ImageNet (1LsVRC) en el 2014. El modelo alcanzé una precision
del 92,7 %, una de las puntuaciones mas altas logradas. Supone una mejora respecto a los
modelos previos, al proponer nucleos de convolucién mas pequeiios (3 x 3) en las capas de
convolucion de lo que se habia hecho antes.

25 Véase https://keras.io/
26 Vertex Al es una plataforma que permite a los usuarios entrenar, implementar y adminis-

trar modelos de machine learning. Ofrece una gama de herramientas y servicios para ayu-
dar a los usuarios a crear, entrenar y desplegar estos modelos de forma rapida y eficiente.
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Figura 5.5. Inferencia de prueba sobre una imagen multitemporal del 2019-2020-
2021 en Bogota.

Datos que no fueron incluidos en el entrenamiento: (a) corresponde a la prediccion
del modelo; (b) corresponde a la imagen de radar multitemporal, y (¢) corresponde a la
superposicion de las imagenes.

Fuente: elaboracion propia sobre imagenes generadas con el software QGIs?.

Implementacion de la aplicacion

El prototipo de la aplicacion se realizo sobre GEE, en el mddulo de desarrollo de
aplicaciones, el cual esta disefiado y orientado al despliegue rapido y sencillo
de soluciones de prototipado. Este permite al usuario final la seleccion dela zona de
estudio, la visualizacién de todos los datos que componen la imagen multitem-
poral de cambios y el calculo del resultado de la segmentacion de la zona don-
de se desea revelar el uso de suelo (Vasquez, 2023). Es importante resaltar que,
con base en la opinidn experta, la aplicacion desarrollada es capaz de mejorar
la asignacion de recursos para la actualizacion cartografica, al aumentar la fre-
cuencia de monitoreo de los cambios en las zonas de interés.

Comentarios finales

Una estrategia para apoyar el desarrollo de zonas vulnerables es la implemen-
tacion de proyectos sustentables con base en el aprovechamiento energético
de la biomasa residual generada por la cosecha. El atlas de biomasa residual
agricola abre caminos en este sentido, al ser una herramienta que permite ha-
cer una estimacion del potencial energético para una zona y tipo de cultivo. El
aprovechamiento de este recurso promueve la produccion de energia limpia y
renovable, lo cual no solo contribuye a la seguridad energética local, sino que
reduce las emisiones de gases de efecto invernadero y fomenta practicas agri-
colas mas eficientes y amigables con el ambiente. Asi, se establece un modelo
para un desarrollo rural sustentable, que equilibra las necesidades econémicas
y la conservacion del entorno natural.

27 Se ajustd la imagen con la aplicacion LetsEnhance, utilizando la opcién Balancedx4, para
obtener una resolucién de 300 dpi.
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Por su parte, la herramienta para la deteccion de cambios de cobertura en
zonas urbanas representa un aporte significativo para lograr una expansion sos-
tenible en este ambito. Al identificar de manera precisa y oportuna los cambios
en el entorno urbano, se pueden tomar decisiones informadas que promuevan
la planificacion responsable, la conservacion de recursos naturales, la mejora
de la calidad de vida de los habitantes y la reducciéon de impactos ambientales
negativos, lo que fortalece el compromiso con un desarrollo sustentable y re-
siliente a largo plazo.

Un desafio importante que conlleva el uso de técnicas de 14 es la disponi-
bilidad de datos anotados, lo cual es crucial para entrenar modelos de machine
learning y deep learning de manera efectiva. Una forma de solventar este pro-
blema es mediante el uso de modelos preentrenados, conocidos como modelos
fundacionales, los cuales puedan transferir conocimiento aprendido a tareas es-
pecificas. Ademas, la aplicacion de modelos generativos para la creacion de datos
sintéticos podria ser una estrategia prometedora para mitigar la escasez de
datos anotados, lo que permite la expansion y diversificacion del conjunto de da-
tos disponible para el aprendizaje. Estas lineas de investigacién podrian mejorar
la robustez y eficiencia de los modelos, asi como abrir nuevas posibilidades parala
aplicacion de técnicas avanzadas de 14 en el analisis de imagenes satelitales.

La integracion de la 1A y la teledeteccion encierra un inmenso potencial
para abordar los retos que implica un desarrollo sostenible y una gestion am-
biental efectivos. Para avanzar, es fundamental establecer marcos regulatorios
claros y éticamente sélidos, que guien el desarrollo y despliegue de sistemas de
1A en contextos de teledeteccion. Se debe fomentar la investigacion en métodos
que aseguren la interpretacion y explicacion de los resultados obtenidos por los
modelos de 14, facilitando asi la confianza y aceptacion de estas tecnologias por
parte de las comunidades y entidades comprometidas con el desarrollo de este
tipo de proyectos. Ademas, la colaboracién con diversas partes interesadas y la
consulta publica son importantes para asegurar que estas tecnologias se imple-
menten en beneficio de la sociedad en su conjunto.

Finalmente, es necesario recordar que si bien el binomio 1a-teledeteccion
alimenta grandes expectativas para favorecer la generacion de energia verde y
una expansion urbana con mayores garantias de calidad de vida para las per-
sonas, asi como un acotado impacto ambiental, también es imperativo abordar,
de manera activa y responsable, los riesgos para el ambiente natural asociados
con su implementacion y uso. Esto garantizara que los beneficios de la 1A pue-
dan maximizarse sin comprometer los objetivos de conservacién ambiental y
sostenibilidad a largo plazo.
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Introduccion

Desde sus origenes en la década de los cincuenta, la inteligencia artificial avanzé
en dos enfoques: el conexionista, que busca emular el cerebro humano con sus
neuronas y conexiones; y el simbdélico, que pretende emular el razonamiento hu-
mano, centrandonse en la légica, las reglas causales y las conexiones entre con-
ceptos y relaciones. El enfoque conexionista evoluciond hacia el machine learning,
mientras que el simbdlico lo hizo hacia la web semantica. Segtin su creador, Tim
Berners Lee, la web semantica se basa en representaciones formales de conoci-
miento compartidas que pueden evolucionar y en agentes de software que pue-
den manipular estas representaciones (Berners-Lee et al., 2001). Por lo tanto, el
objetivo principal de la web semantica es introducir descripciones explicitas
sobre el significado de los recursos, para permitir que las maquinas tengan un
nivel de comprension del contenido de la web (Castells, 2003).

El potencial de la web semantica depende de la representacion del cono-
cimiento y de la manipulacién automatica de estas representaciones por apli-
caciones de software. La representacion del conocimiento en la web semantica
ha evolucionado desde listas de conceptos, taxonomias o vocabularios contro-
lados, hasta mapas de temas, modelos conceptuales y, mas recientemente, on-
tologias y grafos de conocimiento (KG).

Una ontologia se define como “una especificacion formal explicita de una
conceptualizacion compartida” (Gruber, 1993, p. 199). Las ontologias describen
un dominio especifico de conocimiento usando un vocabulario de clases y re-
laciones para caracterizar las entidades relacionadas. El componente principal
de una ontologia, llamado tripleta, inspirado en la estructura de una oracién:
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sujeto-verbo-predicado, esta formado por dos conceptos y una relacion entre
ellos. Al combinar tripletas, la ontologia se convierte en un grafo dirigido de
conceptos y relaciones, que puede enriquecerse ain mds con restricciones y
reglas. Los principales lenguajes de la web semantica para la representacion de
ontologias son Resource Description Frameworks (RDF), RDF Schema (RDFS)
y Web Ontology Language (owL), mientras que el principal lenguaje de con-
sulta para ontologias es Protocol and RDF Query Language (SPARQL), el cual
resuelve una consulta mediante la unificaciéon de sus variables con partes del
grafo de tripletas.

Cada vez mas ontologias estan disponibles en la web, como la ontologia
de vida silvestre de la BBC', la ontologia médica sNOMED? 0 GoodRelations3,
vocabulario de comercio electrénico.

Aunque las ontologias de dominio ofrecen una gran oportunidad, todo el
poder de la web semantica se alcanza cuando estas son abiertas, libremente ac-
cesibles y estan conectadas entre si, creando una nube de datos abiertos enlaza-
dos (linked open data, LoD) (Ontotext, 2017). Estos datos pueden explotarse para
construir sistemas mas inteligentes o mejorar la efectividad de los algoritmos
existentes (Musto et al., 2017). De este enorme espacio de datos, los kG —como
OpenCyc, Freebase, Wikidata, YAco y DBpedia— son en particular importan-
tes, ya que concentran el conocimiento de multiples dominios y especifican una
gran cantidad de interrelaciones entre conceptos (Paulheim, 2017). Solo DBpedia
cuenta con mas de 4800 000 instancias y 170 000 000 de tripletas.

La figura 6.1 muestra el concepto “red neuronal artificial” y algunos de sus
enlaces existentes en el KG de DBpedia. El concepto pertenece a dos categorias
que forman parte de una de las estructuras jerarquicas de DBpedia, la inducida
por la relacién “mas general” (skos:broader). Los conceptos en un kG también
estan vinculados mediante propiedades no jerarquicas, las cuales expresan otras
relaciones semanticas, como es el caso del concepto “aprendizaje automatico
(machine learning) en el ejemplo.

Las ontologias y el conocimiento de la web semantica pueden ser explota-
dos por los humanos para varias tareas, como entender y aprender de un do-
minio u organizar recursos relacionados con el dominio al disefiar un curso.
Pero la vision de Berners Lee de la web semantica funcional va mas alla del uso

1 Véase https://www.bbc.co.uk/ontologies/wo
2 Véase http://www.snomed.org

3 Véase http://wiki.goodrelations-vocabulary.org/Quickstart
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Figura 6.1. Extracto del conocimiento presentado en DBpedia para el concepto
red neuronal artificial

Fuente: elaboracion propia.

humano de las ontologias, incluye el razonamiento automatizado logrado por
“agentes de software que recolectan contenido web de diversas fuentes, proce-
san la informacion” y “realizan tareas sofisticadas para los usuarios” o por ser-
vicios web que “intercambian los resultados con otros programas” (Berners-Lee
et al., 2001, pp. 39-40).

En la préxima seccion analizamos los beneficios del uso de la web seman-
tica para mejorar la educacion superior. Luego, presentamos dos aplicaciones
principales que desarrollamos en el Laboratorio de Informatica Cognitiva y
Ambientes de Formacion (LICEF) de la Télé-université du Quebec (TELUQ), en
Canada. La siguiente secciéon muestra el conjunto de herramientas que desa-
rrollamos en la Universidad de los Andes, en Colombia. Por ultimo, conclui-
mos con una reflexion global.

ortunidades de la web semantica
Oportunidades de la web t
para enriquecer la educacion superior

Aprendizaje enriquecido con computador y la web semantica

El uso de las tecnologias de la informacion y las comunicaciones —y en particular
de la inteligencia artificial y la web semdntica— para enriquecer entornos de
aprendizaje ha evolucionado a la par con las teorias de aprendizaje.
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En los origenes del aprendizaje apoyado con computador (computer based
learning, cBL), los entornos de aprendizaje tomaban por lo general la forma de
instruccién programada basada en el conductismo (Skinner, 1954). El alum-
no adquiria pequenios fragmentos de contenido estatico proporcionados en
secuencias, seguidas de preguntas de opcion multiple. El sistema daba la mis-
ma retroalimentacion a todos los alumnos, segun las respuestas tipicas. Estos
sistemas de ejercicios y practicas luego se mejoraron para incluir un modelo de
alumno basico, con el fin de personalizar los puntos de entrada y la complejidad
de los ejercicios sin dejar de estar alineados con el conductismo. A partir de los
anos ochenta y noventa, los entornos de aprendizaje avanzaron hacia sistemas
mas heuristicos, como juegos educativos, simuladores y entornos de aprendiza-
je por descubrimiento, que promueven el cognitivismo (Newell y Simon, 1972)
y el constructivismo (Le Moigne, 2001; Piaget, 1936). Posteriormente, los en-
tornos de aprendizaje colaborativo proporcionaron aplicaciones concretas del
socioconstructivismo (Vygotsky et al., 1978).

Por su parte, la integracion de inteligencia artificial a los sistemas de apren-
dizaje (artificial intelligence in education, AIED) comenz6 con el uso de sistemas
expertos como laboratorios de aprendizaje, alineados con el enfoque construc-
tivista, mientras que el surgimiento de los sistemas de tutoria inteligentes per-
mitié integrar un modelo del estudiante y del dominio para personalizar la
seleccion y secuencia de ejercicios, lo que enriqueci los sistemas conductistas
de ejercicios (Wenger, 1987). Todos estos sistemas se basan en el paradigma de
la inteligencia artificial simbélica y en representaciones de conocimiento en-
capsuladas en el sistema.

Enlas ultimas décadas, los avances de la ingenieria de software en arquitecturas
basadas en composicion dinamica de servicios abrieron la puerta a portales de
aprendizaje programables, asi como a la creacion y facil adaptacion de sistemas
de gestion de aprendizaje personalizables. En este contexto, el auge de la web se-
mantica (Berners-Lee et al., 2001) y el posterior énfasis en la web de datos abiertos
enlazados (Allemang y Hendler, 2011) ofrecen la posibilidad de desarrollar plata-
formas orientadas a servicios semanticos (Carbonaro, 2020) y entornos de apren-
dizaje basados en representaciones de conocimiento abierto (Garcia et al., 2013),
para personalizar el aprendizaje y recomendar actividades y recursos (Figueroa
et al., 2015), eventualmente mejoradas con técnicas de aprendizaje automatico.

Desde el punto de vista educativo, los estudiantes de las nuevas genera-
ciones estan desafiando el modelo clasico de ensefianza dentro del aula, lo que
obliga a las instituciones a innovar con modelos como b-learning, e-learningy
massive open online courses (MOOC); a disefiar cursos y curriculos basados en
competencias; a integrar tecnologias, como motores de busqueda web y redes
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sociales, en sus actividades de aprendizaje; y a ayudar a cada alumno a encon-
trar su propio camino de aprendizaje. La web semantica ofrece grandes posibi-
lidades para abordar estos desafios (Devedzic, 2004). En el resto de la seccion
profundizaremos en estas posibilidades.

Uso de ontologias para disenar cursos y programas

El disefio de un curso o programa académico parte de una identificacién de
objetivos y competencias, cuyo logro implica la apropiacién de un conjunto
de conocimientos. Tradicionalmente, los profesores organizan estos conoci-
mientos en una estructura jerarquica de temas y subtemas y, a partir de ella,
identifican las actividades y recursos de un programa. Las ontologias propor-
cionan una semantica y relaciones mas completas entre conceptos dentro de
un dominio de conocimiento, lo que permite al disenador del curso idear dife-
rentes estrategias de apropiacion del contenido para un mismo objetivo. En la
actualidad existen multiples ontologias de dominio disponibles en la web va-
lidadas por grandes equipos de académicos (Quezada-Sarmiento et al., 2020;
Tapia-Leon et al., 2019), asi como herramientas para construir su propia onto-
logia (por ejemplo, GMOT presentada en la siguiente seccion). Las ontologias
también se han utilizado como insumo para las actividades de aprendizaje pro-
puestas a los estudiantes, con el fin de que comprendan y exploren el dominio
de aprendizaje. Asi mismo, cabe resaltar que el disefio de cursos basado en on-
tologias permite una mejor documentacion y, por ende, sostenibilidad y man-
tenimiento de un curso.

Por ultimo, un gran desafio para el disefiador de programas y cursos es la
sostenibilidad y la posibilidad de reutilizar recursos de aprendizaje. Desde el
trabajo de Dietze et al. (2013), la comunidad de aprendizaje basada en la web se-
mantica ha estado activa proponiendo formas de conectar esta y los recursos de
aprendizaje, no solo al disefiar cursos, sino también para la anotacidn, la clasi-
ficacion, el descubrimiento, la personalizacion y la recomendacion de recursos.

Ademas de las ontologias para el conocimiento de un dominio tematico, se
han desarrollado ontologias especificas para la educacién superior®. La onto-
logia de Bolonia define los términos de un esquema estandar para las univer-
sidades europeas involucradas en la Reforma de Bolonia, los cuales garantizan
la comparabilidad en los estandares. La estructura interna de la institucion aca-
démica (A11S0) proporciona un esquema para describir la estructura organizativa

4 Véase https://linkededucation.wordpress.com/data-models/schemas/
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interna de una institucion académica; esta disefiada para trabajar junto con la
ontologia A11s0-roles, que describe los roles que desempenan las personas den-
tro de una institucion. También existe la ontologia lista de recursos, que recoge
cursos académicos y colecciones de referencias, como listas de lectura, marca-
dores y bibliografias.

Diseno de personalizacion basado en web semantica
en cursos cre educacion superior

La personalizacion se refiere a una instruccion adaptada a las necesidades o
preferencias de aprendizaje y a los intereses y competencias especificos de los
diferentes alumnos. En un entorno totalmente personalizado, los objetivos y
el contenido del aprendizaje, asi como el método y el ritmo, pueden variar, lo-
grando una personalizacién que abarque diferenciacion e individualizacién. La
llegada de los Mooc ha hecho que la personalizacion sea atin mas necesaria que
antes. El mismo curso puede ser seguido por miles de estudiantes en diversas
partes del mundo, todos con diferentes antecedentes, conocimientos y cultu-
ras, lo que hace dificil, si no imposible, proporcionar un entorno de aprendi-
zaje Unico apto para todos.

Las tecnologias de la web semantica se han utilizado ampliamente para anotar
recursos con los conocimientos y las relaciones de las que tratan, para que sea
posible recomendarlos a los estudiantes (Denaux et al., 2005; Dolog et al., 2003),
personalizar las experiencias de aprendizaje y proporcionar recomendaciones
(Jevsikova et al., 2017). Una solucion para la personalizacion es crear un camino
de aprendizaje individualizado compuesto de recursos seleccionados, de acuerdo
con los objetivos de aprendizaje del alumno. Otra solucion se basa en la cola-
boracién grupal en una comunidad de estudiantes que comparte un escenario
central predefinido, el cual puede evolucionar y actualizar dinamicamente los
perfiles de los estudiantes, recomendar recursos y actividades adaptados y ajus-
tar el escenario inicial a perfiles individuales. Por supuesto, ambos enfoques se
pueden combinar de muchas maneras.

Ayudar a los estudiantes a navegar en la web

Los estudiantes actuales son ciudadanos digitales cuya principal fuente de in-
formacion es la web, tanto para tareas personales como de aprendizaje (Nadzir,
2015; Nikolopoulou y Gialamas, 2011). Si bien la web contiene mucha informa-
cion util, el nimero de documentos y datos falsos e inexactos ha ido crecien-
do de forma constante en las ultimas décadas. Los estudiantes de educacién
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superior recurren a buscadores generalistas, como Google o Yahoo, como pri-
mera fuente de informacién y conocimiento para un objetivo de aprendizaje o
tarea de investigacion, no siempre recuperando informacioén relevante, actua-
lizada o incluso veraz. Si bien los repositorios de objetos de aprendizaje han
intentado abordar este problema al seleccionar y anotar recursos de aprendi-
zaje, no pueden competir con la impresionante cantidad de informacion en el
resto de la web, y solo un pequefio nimero de estudiantes utiliza estos reposi-
torios como su primera fuente de informacion. La busqueda de informacion
se ha convertido en una actividad central en el aprendizaje, hasta el punto de
que la investigacion reciente sobre “la bisqueda como aprendizaje” se centra en
comprender y mejorar los procesos de aprendizaje que tienen lugar al realizar
busquedas en linea (Ghosh et al., 2018; Moraes et al., 2018; Tibau ef al., 2018).
Proporcionar herramientas de busqueda basadas en la web semantica, como
las presentadas en esta investigacion, puede ayudar a los estudiantes a navegar
por la web de manera mas adecuada y eficiente.

La web semantica como soporte a la colaboracion

y a las comunidades de aprendizaje

La web semdntica tiene un gran potencial para integrar y enriquecer las redes
sociales. Esta evolucion hacia la web semdntica social apoya la colaboracién para
el aprendizaje en MOOC u otros tipos de entornos de aprendizaje en linea basados
en el trabajo comunitario, en escuelas u organizaciones (Da Costa et al., 2017;
Tiropanis et al., 2009). Las tecnologias semanticas contribuyen a las comunida-
des de aprendizaje al vincular documentos, datos y aplicaciones involucradas
en una variedad de situaciones, rompiendo asi el efecto silo en la web social. Por
su parte, las comunidades en linea que utilizan software de la web social produ-
cen datos e informacion masivos, los cuales pueden procesarse mediante técni-
cas de analisis de aprendizaje para extraer nuevos conocimientos para la web
semantica, con el fin de crear aplicaciones mas inteligentes que las disponibles
en la actualidad.

Herramientas de web semantica para gestion de recursos,
referenciacion de conocimientosycompetencias,

bisqueda y recomendacion

El auge de la web semantica coincidié con avances importantes en ingenieria
de software, en particular la arquitectura basada en modelos y el desarrollo de
sistemas orientado a servicios web. Con estas técnicas se pretende encapsular
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los componentes de un sistema, de forma que este se modele como un conjunto
desacoplado de subsistemas (en la web), que se prestan servicios entre ellos y al
todo. En este contexto, surge la arquitectura basada en ontologias, para modelar
los componentes a partir de su semantica, y los sistemas basados en servicios de
web semdntica, en donde cada servicio estd descrito con elementos de ontolo-
gias tecnologicas en términos de funcionalidad, requerimientos de configura-
cion, etc., de modo que automaticamente se pueda validar y conectar al sistema.

El centro de investigacion LICEF, de la TELUC, lleva varios decenios rea-
lizando investigacion aplicada en inteligencia artificial para el mejoramiento
de la educacion, desde desarrollos fundamentados en sistemas expertos y tu-
tores inteligentes, hasta llegar a frameworks o metasistemas basados en servi-
cios de web semadntica, donde estos servicios, los cuales es posible utilizar de
forma auténoma, sustentan a su vez el disefio de cursos basado en ontologias
y personalizacion.

En esta seccion analizamos dos aplicaciones de las tecnologias de la web
semantica (Domingue et al., 2011) desarrolladas en el centro LICEE, que ilus-
tran el uso de la web semantica en dos niveles: (1) la ejecucion de servicios de
plataformas educativas y (2) el referenciamiento, busqueda y recomendacion
de recursos basados en conocimientos y competencias; mds importante aun,
proporcionan herramientas a los disefiadores de aprendizaje para implementar
ambientes de aprendizaje cognitivistas, constructivistas y socioconstructivistas.

TELOS, una plataforma basada en ontologias
Technology Enhanced Learning Operating System (TELOS) (Paquette et al., 2007),
desarrollado en el LICEF, es un sistema de web semdntica basado en una ontolo-
gia técnica explicita, la cual estructura los objetos que el sistema va a procesar,
actuando como su modelo ejecutable (Davies et al., 2003; Tetlow et al., 2006).
La ejecucion de los servicios de TELOS se realiza mediante consultas a la ontolo-
gia técnica del sistema. Los escenarios multiactores proporcionan el mecanismo
central de agregacion del entorno de aprendizaje, que agrupa a los actores, las
operaciones que llevan a cabo y los recursos que utilizan o producen. El editor
de escenarios multiactor y su motor de ejecucion son un componente central de
TELOS; proporcionan apoyo para el disefio de entornos de aprendizaje.

En el siguiente enlace® se muestra la interfaz de usuario de escritorio de
TELOS en un navegador web, con tres herramientas principales abiertas: el

S5 Encuentre y escanee el QR respectivo en el anexo.
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administrador de recursos, el editor de escenarios y el administrador de tareas.
El editor GMOT owL, un editor de perfiles de competencias y otras herramien-
tas, también se puede iniciar desde el escritorio de TELOs: https://gobierno.
uniandes.edu.co/wp-content/uploads/Uniandes-Fig-A.1-1.png

El administrador de recursos de TELOS sirve para integrar y gestionar los
recursos que los actores utilizan o producen en el sistema, incluidos los alum-
nos, individualmente o en equipos, y los facilitadores, es decir, profesores, tu-
tores, expertos en contenidos o disefiadores. Los recursos se clasifican en clases
de la ontologia técnica integrada en el sistema, para guiar la ejecuciéon de sus
servicios de forma adaptada a la especificidad de cada clase. Para recursos de
tipo “Escenario’, las funciones “Ver” y “Modificar” abren el editor de escena-
rios que se muestra en la segunda ventana de la imagen del enlace, mientras
que la opcién “Ejecutar” inicia el motor de inferencia que procesard el escena-
rio y lo presentara a sus usuarios en el administrador de tareas. Para recursos de
tipo “Usuarios TELOS”, las funciones “Ver” y “Modificar” abren un navegador
de usuario para ver o ingresar informacion personal, como correos electréni-
cos, fotografias, portafolios, etc. Esta herramienta estd vinculada a un portafo-
lio electrénico que presenta las competencias actuales de un usuario y algunas
previdencias (evaluaciones, proyectos) de su adquisicion. La informacion sobre
los usuarios y otros recursos estd disponible durante los procesos de ejecucion
del escenario. Los componentes de software se almacenan como operaciones en
el administrador de recursos. Al seleccionar dichos recursos, se lanzan duran-
te la ejecucion del escenario para proporcionar una variedad de servicios web.

El editor de escenarios TELOs (Paquette, 2010) aporta un lenguaje de pro-
gramacion visual de alto nivel (MOT), que incluye simbolos conceptuales para
representar documentos, herramientas, recursos semanticos, entre otros; simbo-
los de procedimiento, que representan procesos descomponibles en actividades
realizadas por humanos o maquinas, posiblemente relacionadas con condicio-
nes; y simbolos de actores, que representan usuarios, grupos, roles o agentes de
software. Este editor se utiliza en TELOS a diferentes niveles. En un primer ni-
vel permite describir y ejecutar un disefio instruccional (curso) que puede te-
ner consideraciones valiosas, como abordar la diversidad cultural en un grupo
de estudiantes (Savard et al., 2013) o personalizar caracteristicas en un entorno de
aprendizaje Mooc (Bejaoui et al., 2017). En un nivel superior también se usa para
disefar y establecer una configuracion particular del sistema, es decir, un sistema
de administracion del aprendizaje (learning management system, LMs) particular.

Los alumnos y facilitadores utilizan el administrador de tareas TELOS para
interactuar con algunos escenarios en tiempo de ejecucion. Se abrira automa-
ticamente para sus usuarios cuando se inicie un escenario seleccionado en el
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administrador de recursos. El administrador de tareas, guiado por la ontolo-
gia técnica, presenta interfaces adaptadas potencialmente diferentes para cada
participante en el escenario. Por ejemplo, el profesor podria ver todos los do-
cumentos y las barras de tareas de progreso de todos los alumnos involucrados
en el escenario, mientras que los alumnos verian solo las tareas en las que estan
involucrados y los documentos o herramientas que se supone que deben usar.
Esta flexibilidad del sistema es posible gracias a su disefio y ejecucion basados
en la web semdntica.

Ejemplo de un escenario socioconstructivista
Elescenario pedagégico presentado en los enlaces® https://gobierno.uniandes.edu.
co/wp-content/uploads/Uniandes-Fig-A.1-1.png y https://gobierno.uniandes.
edu.co/wp-content/uploads/Uniandes-Fig-A.2-1.png es un ejemplo simple de
un escenario socioconstructivista en el que participan un profesor y dos equi-
pos de alumnos. En el acto 1, los alumnos reciben una lista de conocimientos
y competencias objetivo sobre los planetas del sistema solar y se organizan en
dos equipos; cada alumno y cada equipo que los agrupa se registran en el ad-
ministrador de recursos. En el acto 2, cada grupo recibe recursos, informacion
sobre los planetas y objetivos particulares por discutir, junto con herramientas
de comunicacién y configuracion de roles para la discusion. En el acto 3, que
se activa luego de determinado tiempo, los grupos se disuelven y cada alumno
debe construir soluciones individuales a algunos problemas relacionados con los
planetas. En el acto 4 participaran en una evaluacion grupal y un foro plenario.
Cuando se han realizado las elecciones pedagogicas en el editor de esce-
narios, los disefiadores del entorno deben decirle a TELOS qué representa cada
icono en el escenario grafico, en términos de su ontologia técnica, para que el
sistema lo procese; esto se denomina semdntica de ejecucion del icono. Una in-
terfaz en el editor de escenarios proporciona un servicio a los disenadores para
establecer las propiedades semanticas de cada recurso en el escenario. Al usarlo,
el disenador puede decirle al sistema que un determinado icono es una activi-
dad que debe mostrarse en el administrador de tareas en tiempo de ejecucion,
que otro icono es un usuario o un grupo, o que otro icono es un documento de
un determinado tipo. Es importante notar que en el tiempo de ejecucion cada
grupo y cada alumno podra tener experiencias diferentes en funcion de sus roles
en el grupo, tareas, instrucciones y recursos, y el profesor no necesitara gastar
tiempo en explicar el proceso.

6 Encuentre y escanee los QR respectivos en el anexo.
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Referenciamiento de recursos
por conocimientos y competencias
Otro uso importante de la web semantica es el referenciamiento de recursos a
través de ontologias de dominio aumentadas por una estructura de competen-
cias. En TELOSs, este referenciamiento sirve para referenciar no solo recursos,
sino también actividades y usuarios, al igual que para informar a los estudian-
tes y disefladores sobre el conocimiento y la competencia que incorpora un
recurso; habilitar métodos de btisqueda de recursos basados en sus propieda-
des de conocimiento y competencia; informar a los agentes de recomendacion
para que puedan ayudar a los usuarios a realizar determinadas actividades, y
recomendar recursos adecuados a sus conocimientos y competencias reales.
El proceso se desarrolla en tres pasos. Primero se selecciona una ontologia
de dominio existente o se construye directamente mediante el editor de ontolo-
gia de TELOs. En segundo lugar, a través del editor de competencias de TELOS, se
construye una estructura de competencias, asociando habilidades y niveles de
desempefio a algunos elementos de conocimiento en la ontologia del dominio.
En tercer lugar, TELOS proporciona una herramienta de referenciamiento que
permite asociar a un estudiante con un conocimiento y una competencia re-
lacionada a este, indicando su nivel actual, y vincular a actividades y recursos
con dos parejas de conocimiento/competencia, que indican los prerrequisitos
para entender y aprovechar ese elemento y los objetivos que busca apoyar. El
sistema podra entonces validar y personalizar el aprendizaje en funcién de la
relacion entre los conocimientos y competencias del estudiante y de las activi-
dades y recursos a su disposicion, como se explica a continuacion.

Busqueda y recomendacion basada en competencias

Para permitir la busqueda de recursos basada en competencias y brindar reco-
mendaciones a los usuarios, desarrollamos un algoritmo que compara dos com-
petencias: C1=(K1,51,P1) y C2=(K2,52,P2), donde K es la parte de conocimiento,
S es el nivel de habilidad y P es el nivel de desempefio, para evaluar la proximi-
dad semantica o cercania entre ellas, en funcion de las respectivas posiciones
de sus partes de conocimiento en el grafico de ontologia del dominio y de los
valores de los niveles de habilidad y desempefio (Paquette ef al., 2012). Se pue-
de insertar un agente de recomendacion que utilice este algoritmo en cualquier
punto de un escenario. Es posible evaluar si la competencia real de un usuario
esta muy cerca, cerca o lejos del requisito previo o las competencias objetivo
de un recurso, para recomendar el uso de este recurso o no. El agente también
puede comparar las competencias reales de un usuario con las competencias de
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otros usuarios, para recomendar emparejarlos en un equipo para determina-
das actividades, asi como evaluar si una competencia es mas fuerte o mas débil
que otra, segun los niveles de habilidad y desempefio, o determinar sila com-
petencia es mas especifica o mas general, de acuerdo con las posiciones de los
componentes del conocimiento correspondientes en la ontologia.

El algoritmo de comparaciéon de conocimientos y competencias también
se utiliza en TELOS para permitir la busqueda de recursos basada en ontologias
(documentos, tareas, usuarios, etc.). Permitimos buscar a partir de un identi-
ficador de conocimiento o de competencia los recursos anotados con él o re-
cursos cercanos, y a partir de un recurso, recursos similares semanticamente.

Administracion de recursos en la web de datos hilados

Después de una década de investigacion y practica en el campo de los reposito-
rios de recursos educativos abiertos (REA), ha aparecido una serie de limitacio-
nes para su uso generalizado; muchas de estas requieren de nuevos enfoques.
En LICEF, nuestras herramientas para la gestion de recursos evolucionaron des-
de una herramienta de primera generacion llamada Paloma (Paquette ef al.,
2004), basada en la tradicional metatada de objetos de aprendizaje, la cual usa
tecnologia de bases de datos relacionales, hasta el uso de anotaciones basadas
en ontologias dentro del sistema TELOS. Por ultimo, pasamos a la herramienta
Comete, que utiliza tecnologias semanticas para la web de datos abiertos vincu-
lados (Heath y Bizer, 2011).

Este sistema de segunda generacion se utiliza en las universidades de Quebec
para la busqueda y referencia de recursos educativos. El mayor problema téc-
nico que se resolvio fue la falta de interoperabilidad entre los distintos reposi-
torios de recursos que existen en todo el mundo. Algunos de estos utilizan un
esquema propietario (como en TELOS), junto con estandares como Dublin Core
(Dc) o Learning Object Metadata (Lom); sin embargo, los repositorios Lom em-
plean una diversidad de perfiles de aplicaciones, cada uno de los cuales utiliza
diferentes vocabularios controlados, por lo que existen importantes dificulta-
des para buscar recursos en varios repositorios. Por ejemplo, una busqueda de
recursos en Francia o Espafa para un curso en un determinado nivel educativo
no necesariamente encontrara recursos en repositorios de otros paises, donde
este nivel educativo no existe o estd etiquetado de manera diferente. Por otra
parte, no siempre se utilizan los mismos términos en diferentes repositorios
para conceptos de un dominio con el mismo significado o uno relacionado.

La solucidn a estos problemas de interoperabilidad es hacer referencia a
recursos a través de tecnologias de web semantica. El estandar 1s0/1EC 19788
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(1S0-MLR, 2013) propone un esquema de referencia RDFs, en el que todos los
repositorios pueden consultarse utilizando el lenguaje SPARQL. Esta propuesta
tiene como objetivo proporcionar una compatibilidad 6ptima con repositorios
estandarizados y, al mismo tiempo, evitar la proliferacion de perfiles de aplica-
ciones no interoperables. Lo mds importante es que permite la busqueda den-
tro del grafo Lop, mediante conjuntos de datos ampliamente utilizados como
DBpedia, Foaf, Geobase, etc., para hacer referencia a recursos con cualquier
vocabulario LoD, incluidos bc y LoMm.

Nuestro gestor de recursos Comete se basa en estos principios. Permite
recolectar recursos educativos que constituyen el patrimonio de una organiza-
cion, cualquiera que sea el esquema de metadatos que utilice. De igual manera,
integra las descripciones de los recursos cosechados en un grafo homogéneo de
tripletas RDF. En la figura 6.2 se muestran iconos interconectados para recursos,
autores o contribuyentes, organizaciones a las que pertenecen y referencias de
vocabulario/ontologia para el contenido de los recursos.

Mediante diversas técnicas, el sistema intenta maximizar la coherencia in-
terna del grafo. Su médulo “Identidad” se encarga de la importacion de identi-
dades, que representan personas u organizaciones, asegurandose de que cada
una siga siendo tnica. El médulo “Vocabulario” implementa la gestion de voca-
bularios, tesauros y ontologias, y gestiona las correspondencias entre conceptos
y propiedades en ontologias de diversas fuentes.

El uso de tecnologias de web semantica supera los problemas de interope-
rabilidad entre repositorios. No es necesario cefirse a una especificacién tnica
como la LoMm, con muchos campos por completar y que compite con otras normas;
asi, se hace referencia a los recursos con su contenido de conocimiento y varias
otras propiedades. La web de datos hilados rompe el efecto silo y representa un
gran repositorio, en el que es posible recolectar y buscar todo tipo de repositorios.

-
\\K =

2

i

Figura 6.2. Integrar registros de metadatos en grafos RDF

Fuente: elaboracion propia.
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Beneficios educativos de los sistemas

basados en web semantica

Plataformas como TELOS se constituyen en modelos de campus virtuales mul-
tinivel, los cuales permiten desde configurar plataformas para una institucion,
hasta disefar y ejecutar modulos de cursos, al ofrecer herramientas visuales
para el disefio de escenarios multiactores con actividades y recursos de multiples
tipos. Su enfoque basado en ontologias garantiza que el cddigo final responda a
los requerimientos iniciales.

Por su parte, la anotaciéon semantica de recursos educativos integrada a
sistemas de almacenamiento y busqueda, como el sistema Comete, facilita la
interoperabilidad y reutilizacion de repositorios y asegura una anotacion de re-
cursos basada en ontologias depuradas.

Estas tecnologias, ejemplificadas en estos dos sistemas, buscan reducir la
interferencia tecnologica y, por ende, el tiempo y esfuerzo dedicado a montar
sistemas de e-learning, lo que permite a los actores centrarse en la dimension
ensefianza-aprendizaje.

Herramientas de web semantica
para aprendizaje a lo largo de la vida

Los retos del aprendizaje autonomo
Las nuevas generaciones estan desafiando los paradigmas de la educacién, y la
educacion superior no es una excepcion. Cada vez mas adultos se estan convir-
tiendo en aprendices de por vida. Incluso mientras siguen programas académi-
cos formales, esta nueva generacion esta ampliando sus conocimientos a través
de procesos de adquisicion de conocimientos fuera del aula, utilizando tecno-
logias tan simples como un motor de busqueda genérico (Kurt y Gursel, 2018).
El paradigma del aprendizaje permanente apoyado en la tecnologia esta re-
definiendo el enfoque clasico centrado en el tutor, pasando de modelos cerrados
en los que los objetivos, contenidos y secuencias estan predeterminados, hacia
escenarios mas abiertos y autodirigidos. En este formato, los alumnos son res-
ponsables de buscar, seleccionar y organizar los recursos mas apropiados para
lograr sus objetivos de aprendizaje. En los tltimos afos, la web ha asumido un
papel destacado como proveedor de recursos de aprendizaje: presentaciones de
Slideshare, videos de YouTube, preguntas/respuestas en foros, publicaciones
de blogs y articulos de noticias son ejemplos de recursos web que se han utili-
zado con fines de aprendizaje. Aprendizaje basado en recursos (resource-based
learning, RBL) es el nombre que se le da al aprendizaje autorregulado que utiliza
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recursos que se encuentran en la web (Helen, 2014). En el aprendizaje perma-
nente, los alumnos son empujados continuamente a un escenario de RBL. En tal
entorno, los estudiantes autodirigidos enfrentan el desafio de buscar y seleccio-
nar de manera efectiva contenido que tal vez no esté anotado educativamente,
asi como de organizar este contenido de una forma pedagdgicamente sdlida.

El desafio de la seleccion surge porque los estudiantes no siempre tienen
suficientes habilidades de alfabetizacion para realizar una busqueda eficaz y
selectiva (Hill, 2012). Hay un gran volumen de recursos disponibles en la web,
que puede abrumar a los estudiantes, en especial en dominios desconocidos.
Los recursos de aprendizaje en la web por lo general no estdn bien indexados,
debido a la falta de anotaciones de metadatos. Como resultado, la respuesta de
los motores de busqueda tradicionales puede no ser adecuada al objetivo
de aprendizaje (Changuel et al., 2015). Si seleccionar los recursos adecuados es
dificil para un estudiante autodirigido, es ain mas dificil para él poder organi-
zar los contenidos de aprendizaje recuperados de una manera 1til para su pro-
posito de aprendizaje (Scholl et al., 2007). Esto es un gran obstaculo porque,
como afirma la teorfa de la elaboracién de Charles Reigeluth, aprender con-
ceptos complejos requiere de la comprension de otros mas basicos (Talukdar y
Cohen, 2012). El principio clave de esta teoria es que el contenido que se ensefia
debe organizarse desde lo mas simple y luego aumentar el orden de compleji-
dad, siguiendo las relaciones de requisitos previos entre los conceptos involu-
crados (Reigeluth y Darwazeh, 1982). A pesar de haber sido propuesta hace mas
de cuarenta afios, esta teoria sigue siendo relevante; de hecho, la mayoria de los
contenidos de los cursos MOOC estan organizados en una secuencia que sigue
este principio (Manrique, 2019; Manrique et al., 2018b).

Un enfoque basado en web semantica
para apoyar el aprendizaje a lo largo de la vida
La Universidad de los Andes ha sido pionera en América Latina en investiga-
cion en tecnologia para el mejoramiento de la educacion; al igual que la TELUQ,
en Canadd, ha integrado la inteligencia artificial desde sus comienzos a sus
propuestas y trabaja en la actualidad de forma activa en la web semadntica para
educacion. A continuacion se presenta el trabajo realizado en los ultimos afios
para apoyar el aprendizaje auténomo con sistemas basados en web semdntica.
Ademas de apoyarse en esta tecnologia, nuestra propuesta usa técnicas de pro-
cesamiento de lenguaje natural y aprendizaje de maquina.

Con base en la gran cantidad de conocimiento multidominio, organizado,
validado y en constante crecimiento en la nube LoD de kG, desarrollamos un
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proceso automatico que, a partir de un objetivo de aprendizaje establecido por
un alumno auténomo en lenguaje natural, selecciona documentos web seman-
ticamente pertinentes para ese objetivo y los organiza en una secuencia peda-
gogica, dada por un conjunto de posibles rutas de exploracion de los recursos
que respetan la teoria de la elaboracion.

Los recursos de aprendizaje se seleccionan de un corpus de documentos,
el cual puede ser tan amplio como toda la web o tan limitado como un reposi-
torio de objetos de aprendizaje particular, como videos en la plataforma Cour-
sera MOOC o articulos académicos de la base de datos CORE.

La solucion propuesta sigue tres pasos: (1) anotamos semdnticamente, es
decir, en términos de conceptos y relaciones de un KG referencial, tanto el ob-
jetivo de aprendizaje como los recursos del corpus considerado, y con base en
esta anotacion seleccionamos los recursos mas relevantes para el objetivo de
aprendizaje previsto; (2) identificamos relaciones de prerrequisitos entre con-
ceptos en el KG de referencia; y (3) a través de la representacién semantica de
los recursos seleccionados y de las relaciones de prerrequisitos, organizamos
estos recursos en una secuencia coherente con la teoria de la elaboracion, lo
que significa que los recursos que tratan conceptos mas basicos se colocan en
las secuencias antes de los que requieren conceptos complejos.

La figura 6.3 presenta los tres componentes responsables de estos tres pa-
sos. Cada uno de los componentes de nuestro enfoque ha sido desarrollado y
evaluado de forma independiente en trabajos previos de diferentes autores. La
representacion semantica fue presentada y evaluada en Grévisse et al. (2018),
Manrique et al. (2017) y Manrique y Marifo (2017). La estrategia de identifica-
cion de conceptos centrales mediante representaciones semanticas fue evalua-
da en Manrique et al. (2018a). La identificacion del concepto de prerrequisito
se presenta y evalua en detalle en Manrique et al. (2019a, 2019b). Las estrate-
gias de secuencia se presentan en Manrique (2019). En los siguientes apartados
presentamos los aspectos mas importantes de cada uno de los componentes.
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Figura 6.3. Componentes del sistema de apoyo al aprendizaje autonomo

Fuente: elaboracion propia.

Construccion de la representacion semantica

de un documento e identificacion de sus conceptos centrales
Nuestro primer componente es el constructor de representaciones semanticas.
El objetivo de este componente es identificar los conceptos centrales aborda-
dos por cada recurso.

Varios trabajos previos han abordado el desafio de determinar automati-
camente ya sea los conceptos principales de un recurso o la importancia de un
concepto particular en un recurso (también llamada su centralidad) (Farhat
et al., 2015; Grévisse et al., 2018; Sultan et al., 2014). Algunos utilizan técnicas
de aprendizaje automatico basadas en caracteristicas del texto, mientras que
otros aprovechan ontologias de dominio creadas por expertos para guiar la
identificacién de conceptos. El trabajo propuesto por Krieger et al. (2015) es,
hasta donde sabemos, el tnico que utiliza kG de LOD para identificar la rele-
vancia de un recurso en un contexto de aprendizaje; sin embargo, no identifica
los conceptos centrales del recurso.

Asi, desarrollamos dos caminos diferentes para identificar los conceptos
centrales abordados por cada recurso. El primer camino es la construccion de
un grafo que represente la semantica del recurso, es decir, una estructura que
presente los conceptos abordados, sus relaciones y la importancia de cada con-
cepto. A esta estructura la llamamos representacion semdntica del recurso. El
segundo utiliza técnicas de aprendizaje automatico enriquecidas con caracte-
risticas extraidas de la representacion semantica, un recurso para determinar
la centralidad de un concepto en el recurso.

183



INTELIGENCIA ARTIFICIAL

Construccion de un grafo de conceptos y relaciones

que represente ,G semantica de un recurso

La representacion semantica de un recurso r, es un grafo dirigido G, que tiene con-
ceptos como nodos y relaciones entre conceptos como aristas. Tanto los conceptos
como las relaciones en la representacion corresponden a entidades que se encuen-
tran en el KG referencial. A lo largo del proyecto utilizamos DBpedia como KaG.
Los nodos y las aristas de la representacion semantica del recurso tienen pesos
asociados que corresponden a su importancia en el recurso.

El kG consta de un conjunto de tripletas formadas por un identificador
(uniform resource identifier, URI) de concepto o entidad, un URI de relacién o
propiedad, y un urI de otro concepto o un valor literal. El mddulo de anota-
cion de conceptos busca menciones de conceptos en el texto (anotaciones) y
las vincula a conceptos en el KG. Para esta tarea se pueden usar diversos servi-
cios de vinculacion de entidades y desambiguacion del sentido de las palabras,
como DBpedia Spotlight’, Aylien® o Babelfy®. El resultado de este paso es una
lista de URI con los identificadores de esos conceptos en el KG.

Se utiliza una estrategia de expansion para enriquecer la representacion
con conceptos que no se mencionan explicitamente en el texto o no fueron
identificados por el servicio de anotacién. Ampliamos el conjunto de anotacio-
nes (conceptos que se encuentran en el texto), de acuerdo con los enlaces taxo-
noémicos y de propiedad de cada concepto mencionado en el kG. Un vinculo
taxondmico conecta un concepto con sus categorias o una categoria con una mds
amplia, y un vinculo de propiedad conecta dos conceptos que estan en una rela-
cion, por ejemplo, los conceptos “persona” y “pais” a través de la relacion “lu-
gar de nacimiento”

Laimportancia de cada concepto en la representacion semantica y, por tanto,
en el recurso relacionado se evalia mediante diferentes funciones de ponde-
racion, que aprovechan la estructura de la representacion basada en grafos. Se
definieron tres funciones de ponderacion: frecuencia de conceptos, puntuacién
de conectividad semdntica y medidas de centralidad. Para cada estrategia de
ponderacion, se genera una lista ordenada por peso de los conceptos.

Como se hace con los recursos candidatos, todo este proceso también se
sigue con el texto que establece el objetivo de aprendizaje previsto, para el cual
también se extraen un grafo ponderado y conceptos basicos.

7 Véase https://github.com/dbpedia-spotlight/dbpedia-spotlight
8 Véase https://aylien.com

9  Véase http://babelfy.org
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Tecnicas de aprendizaje automatico basadas en caracteristicas
semanticas para encontrar los conceptos centrales de un recurso
Varias investigaciones sobre la identificacion de la importancia de un concepto
en un documento utilizan enfoques de aprendizaje automatico supervisado
(Sultan et al., 2014). En estos sistemas, las caracteristicas se especifican en tér-
minos de texto, como la posicion relativa de un concepto en una oracién o en
el titulo del documento. Al igual que en estas investigaciones, decidimos probar
un enfoque de aprendizaje automatico supervisado, para identificar la esencia
de un concepto en un documento. La principal innovacién de nuestro enfoque
es que incluimos caracteristicas relacionadas con la representacion semantica
de los documentos, extraidas de la representacion semantica generada antes.
Mas precisamente, dada una pareja de recurso de aprendizaje y concepto (c, 1)),
asignamos la puntuacion de centralidad mediante un modelo de regresion su-
pervisado, al que llamamos CoCoDisK,,,,,,,. Para cada par concepto-recursos
de aprendizaje (c, r,), calculamos cuatro tipos de caracteristicas: basadas en
texto, en el grafo, en similitud semantica y en complejidad. Solo consideramos
conceptos en la representacion semdntica G; del recurso r, (Manrique, 2019).

Evaluacion

Para evaluar nuestras dos propuestas, un grupo de expertos anoto 192 videocon-
ferencias MoOC en tres idiomas diferentes: inglés, espafiol y francés. El conjunto
de datos final contiene 419 anotaciones de conceptos centrales de las videocon-
ferencias. Como lineas de base, utilizamos swat'® y TextRazor'', dos sistemas
de ultima generacion del area relacionada con el analisis de entidades salientes
(Ponza et al., 2017). Esta drea examina entidades importantes en documentos,
donde una entidad es una pagina de Wikipedia que puede relacionarse facil-
mente con un concepto de DBpedia. En general, los enfoques supervisados
basados en el aprendizaje automatico dan mejores resultados que nuestro en-
foque no supervisado: el primer camino de generacién de un grafo semantico
ponderado; sin embargo, nuestro enfoque supervisado enriquecido con carac-
teristicas semanticas supera todas las lineas de base (Manrique, 2019). Vale la
pena sefalar que todos los sistemas funcionan mejor con recursos en inglés que
con recursos en espafiol y francés, probablemente debido al bajo rendimiento
de los servicios de etiquetado, como DBpedia Spotlight, en estos idiomas. Por

10 Véase https://services.d4science.org/web/tagme/swat-api

11 Véase https://www.textrazor.com
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ultimo, si bien los enfoques supervisados ofrecen mejores resultados que nues-
tra propuesta no supervisada, este primer enfoque no requiere de un paso de
entrenamiento, por lo que podria preferirse cuando el tiempo es un problema
o no es factible dicho entrenamiento.

|dentificacion de relaciones de prerrequisito

entre conceptos mediante LOD

La identificaciéon automatica de relaciones de prerrequisito entre conceptos se
considera una de las piedras angulares de las aplicaciones educativas en linea
modernas y a gran escala (Gasparetti et al., 2017; Pan et al., 2017; Talukdar y
Cohen, 2012). Recientemente, ha habido un interés creciente en enfoques au-
tomaticos para identificar prerrequisitos (Liang et al., 2015; Pan et al., 2017),
organizar recursos de aprendizaje (Manrique et al., 2018b) y generar automa-
ticamente listas de lectura (Fabbri et al., 2018). La mayoria de estos enfoques
aprovechan las técnicas de procesamiento del lenguaje natural y las estrategias
de aprendizaje automatico, con el objetivo de extraer conexiones latentes entre
conceptos en grandes corpus de documentos para encontrar dependencias de
prerrequisitos. A diferencia de los enfoques anteriores, nuestra propuesta utiliza
KG abierto como fuente principal para identificar prerrequisitos. Dado un con-
cepto objetivo ¢, se busca identificar sus prerrequisitos en el espacio conceptual
del k. Como un KG puede tener millones de conceptos, un primer paso consiste
en recuperar el conjunto de conceptos candidatos que eventualmente podrian
ser prerrequisitos de un concepto c. Este conjunto se construye, por un lado, al
analizar los vinculos jerarquicos e incluir todos los conceptos que comparten
una categoria comun con ¢y, por otro lado, al integrar todos los conceptos en-
contrados a través de una ruta no jerarquica de longitud dada.

Este primer conjunto de candidatos se reduce luego mediante un proceso
de poda. Nuestra estrategia de poda de conceptos se basa en una medida sim-
ple que analiza las referencias entre conceptos. Esta medida, llamada RefD, fue
propuesta por Liang et al. (2015) y originalmente se calcula para evaluar el gra-
do en que un concepto ¢, requiere un concepto ¢, como requisito. La nociéon
principal detrés de RefD es que si la mayoria de los conceptos relacionados de ¢,
se refieren a ¢, pero pocos conceptos relacionados de c, se refieren a c , enton-
ces es mds probable que ¢, sea un requisito de c,. En nuestro enfoque, RefD se
modificé ligeramente para aplicarlo a kG. La versiéon modificada de RefD, llama-
da SemRefD, tiene en cuenta rutas semanticas en el kG (Manrique et al., 2019a).
Para ser incluido en el conjunto de posibles prerrequisitos, un concepto debe
superar un limite configurable (8) para la funcién SemRefD.
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Una vez que se obtiene un conjunto candidato, se evalua la relacion de
prerrequisitos entre todos los posibles pares de conceptos del conjunto candi-
dato final y el concepto objetivo. La evaluacion se realiza mediante un modelo
supervisado (Manrique et al., 2018b).

Evaluacion

Para evaluar nuestra propuesta, seguimos todo el proceso con quince conceptos
de las areas de ciencias de la computacién y matematicas, que produjeron 582
parejas con posibles prerrequisitos. Estas parejas se evaluaron con el sistema su-
pervisado, cuyo resultado fue confrontado con el etiquetado manual por parte
de expertos. La evaluacion, que se detalla en Manrique et al. (2019b), mostro
que al priorizar los vinculos horizontales directos sobre los jerarquicos, se logra
una precision de entre 83 % y 92,9 %, dependiendo del parametro configurable
del método de poda. Un valor (0) de o,2 parece ser apropiado para regular el
equilibrio entre la precision y el nimero de conceptos previos correctos identi-
ficados. Finalmente, vale la pena sefialar que el proceso depende en gran medi-
da del kG elegido, en nuestro caso DBpedia. Por lo tanto, los nuevos conceptos
con tendencia de mala representacion en el grafo podrian dar malos resultados.

Generacion automatica de secuencias pedagogicamente
solidas de recursos para lograr un objetivo de aprendizaje
Nuestro ultimo mddulo es el generador de secuencia. Este orquesta los célculos
de las relaciones de prerrequisitos y las representaciones semanticas de los re-
cursos de aprendizaje, para producir una secuencia pedagdgicamente sélida
(coherente con la teoria de la elaboracién) de recursos de aprendizaje.

El problema de generar una secuencia puede entenderse como producir un
orden parcial sobre un conjunto finito de elementos. En nuestro caso, el proble-
ma es que el orden se basa en relaciones de prerrequisitos por pares. Esto implica
que la directiva de ordenamiento no relaciona de forma directa los elementos
(es decir, los recursos de aprendizaje), sino los conceptos en su representacion.
Ademas, es posible ampliar la relacion de prerrequisitos entre conceptos para
que prevalezcan las relaciones entre recursos de aprendizaje. Por lo tanto, las
estrategias de secuenciacion presentadas en esta seccion se basan en relaciones
de prerrequisitos entre conceptos y relaciones de precedencia entre recursos.

Asi, disefiamos e implementamos tres estrategias diferentes (Manrique,
2019). La primera, llamada método de clasificacion simple (skm), se basa en la
idea de clasificar cada recurso de aprendizaje r,. Si el nimero de recursos de
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aprendizaje que abordan conceptos identificados como prerrequisitos de los con-
ceptos que se encuentran en r, es alto, , se clasificard alto para indicar que debe
ir al final de la secuencia. Esta estrategia es simple, pero puede resultar costosa,
ya que para cada par de recursos, cada par de conceptos basicos se comparan
por pares. Para reducir la cantidad de célculos de prerrequisitos, propusimos una
segunda estrategia, el método bridge ensemble (BEM). Esta se basa en el supuesto
de que cuando se introduce un nuevo concepto en un recurso de aprendizaje,
se espera que el recurso mencione sus conceptos previos mas importantes. Los
conceptos previos son, por tanto, puentes hacia la explicacion de conceptos mas
complejos. Los conceptos puente se introducen en un recurso de aprendizaje
anterior, pero reaparecen en un recurso de aprendizaje posterior cuando se in-
troducen algunos conceptos nuevos. Esto implica que los conceptos de puente
son los conceptos comunes entre los recursos de aprendizaje.

En la figura 6.4 se presentan tres recursos de aprendizaje (L; L; L,), cada
uno representado por tres conceptos. Las flechas indican una relacion de prerre-
quisito entre los conceptos (por ejemplo, ¢, es un prerrequisito de ¢, y c,). Bajo
la nocién de que para introducir un nuevo concepto se deben mencionar sus
conceptos previos, debe haber recursos que compartan conceptos comunes en
su representacion, conceptos puente. En la figura 6.4, ¢, €s un concepto puente
entre L y L. Tenemos el diagrama de Venn entre L y L. El andlisis de prerre-
quisitos entre los conceptos puente y no puente muestra una direcciéon comuin
de la relacion de prerrequisitos. En este caso, esta claro que es mas apropiado
asignar a L una clasificacién superior que a L. Ahora, al considerar el diagrama
de Venn entre L, y L, en el que el concepto puente es ¢, se vuelve a calcular el
analisis de prerrequisitos entre los conceptos puente y no puente. A diferencia
del caso anterior, no existe una direccion clara de la relacion de prerrequisitos,
lo que indica que L, y L, podrian tener clasificaciones similares. Para finalizar,
el diagrama de Vennentre L,y L, muestra que no existen conceptos puente, por
lo que su andlisis no contribuye realmente al proceso de clasificacién. Con esta
estrategia, el nimero de calculos se reduce de forma considerable.

Nuestra ultima estrategia se llama estrategia de descubrimiento de unidades
(suDp). Esta se basa en el hecho de que los cursos suelen estar estructurados en
unidades, y los recursos de aprendizaje dentro de una unidad comparten concep-
tos comunes. Para imitar esta estrategia de organizacion, disefiamos una estrate-
gia automdtica que agrupa recursos con representaciones semanticas similares
en unidades basadas en un algoritmo de agrupamiento jerarquico aglomerativo
(aGc) (Gulagiz, 2017). Tras agrupar los recursos de aprendizaje en unidades, se
aplican las estrategias anteriores (SRM 0 BEM) tanto para ordenar las unidades tra-
tandolas como recursos como para ordenar los recursos dentro de cada unidad.
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Figura 6.4. Principio del concepto puente
Las flechas indican una relacion de prerrequisito entre conceptos. c3y ¢
son conceptos puente. No existen conceptos puente entre L2 Y L3.

Fuente: elaboracion propia.

Evaluacion
Para evaluar nuestra propuesta, generamos un conjunto de datos con recursos
(transcripciones de videoconferencias y documentos de texto) de cincuenta
Mooc de la plataforma Coursera de informatica (26), ingenieria eléctrica (9),
matematicas (4), fisica y quimica (4), y siete cursos de otras areas diferentes.
Para ser incluido, un curso debia tener al menos 50 evaluaciones y un prome-
dio de 4 sobre una escala de 5, segun los sitios Mooc-list'? y Classcentral'. La
mayoria de los cursos estan en inglés, y algunos en francés o espafiol. No se in-
cluyeron los recursos etiquetados como opcionales. El orden de estudio de los
recursos de aprendizaje sugerido por el profesor que disefi6 el Mmooc se utili-
z6 como secuencia correcta para evaluar nuestros resultados. El problema de
comparar dos secuencias se conoce en la literatura como comparacion de listas
clasificadas; entre las diferentes métricas empleadas para esta tarea, la distancia
de rango de Kendall Tau y la regla de Spearman son estandares actuales (Fagin
etal., 2003; Kumar y Vassilvitskii, 2010).

Encontramos cuatro trabajos en la literatura referentes al problema de la
secuenciacion automatica de recursos de aprendizaje (Changuel et al., 2015;

12 Véase https://www.mooc-list.com

13 Véase https://www.classcentral.com/
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Gasparetti et al., 2017; Shen etal., 2015; Siehndel etal., 2014). En los dos mas
cercanos a nuestro trabajo (Changuel et al., 2015; Gasparetti et al., 2017) no
se proporciond el cddigo ni informacion para replicar el experimento, por lo
que optamos por implementar las propuestas de Shen et al. (2015) y Siehndel
et al. (2014) y utilizarlos como lineas de base. En Shen et al. (2015), los recursos
se representan como una bolsa ponderada de palabras, en la que el peso viene
dado por una medida semadntica calculada en WordNet. La estrategia propuesta
por Shen et al. (2015) requiere la anotacién de los recursos con conceptos de
Wikipedia. Usamos TextRazor como servicio de anotaciones. Cada recurso
de aprendizaje esta representado por un conjunto de caracteristicas que se ex-
traen del conjunto respectivo de paginas de conceptos de Wikipedia. En todos
los casos, nuestras tres estrategias, incluso en sus peores resultados (peor ca-
libracion de los parametros), superan las lineas de base seleccionadas y la di-
ferencia es estadisticamente significativa (p < 0,05) al utilizar una prueba t de
dos colas sobre la medida Kendall Tau.

Encontramos que nuestro enfoque es apropiado para la generacion de se-
cuencias de aprendizaje. Ademas, los algoritmos y las estrategias propuestas
se pueden utilizar también para crear motores de busqueda centrados en los pro-
cesos de aprendizaje, clasificar recursos y apoyar los procesos de disefio de cursos.

Potencial y limites de un enfoque de web semantica
para organlzar automatlcamente |OS recursos web en
secuencias de aprendizaje para estudiantes autonomos
Los resultados presentados aqui muestran el gran potencial de las aplicaciones
de web semantica basadas en kG en la educacion superior. El sistema presentado
permite entregar el control del aprendizaje al estudiante auténomo, al tiempo
que lo guia por una secuencia pedagogicamente solida de recursos pertinen-
tes. El corpus de donde se obtienen estos recursos puede ser tan amplio como
la web misma, lo que permite personalizar aprendizajes con objetivos muy es-
pecificos, conocimientos muy recientes o interdisciplinarios, que rara vez se
encuentran en cursos tradicionales. Por su parte, los procesos de anotacién
automatica de la semantica y conceptos centrales de un recurso resuelven uno
de los problemas histdricos de los repositorios de objetos de aprendizaje, tradi-
cionalmente anotados de forma manual: la escalabilidad de dichas anotaciones.
Ademas, nuestras evaluaciones demuestran que la calidad de los resultados con
estas técnicas es mayor que la obtenida con técnicas de aprendizaje automatico.
No obstante, estas nuevas oportunidades todavia tienen algunas limitacio-
nes. Nuestra evaluacion mostro que la calidad de los resultados no era uniforme
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en todas las disciplinas e idiomas, siendo mejor en inglés y en cursos como los
de matematicas, en los que la apropiacién de algunos conceptos depende en
gran medida de conceptos previos. Gracias al crecimiento constante del LoD,
podemos esperar que estos problemas se resuelvan en el futuro préximo.

Desde una perspectiva mas amplia, una experiencia de aprendizaje es mas
que una secuencia adecuada de recursos de aprendizaje relevantes. Tener en
cuenta el estilo y las preferencias de aprendizaje del alumno, asi como estrate-
gias pedagdgicas distintas a la teoria de la elaboracion, deberia ser un desafio
para las nuevas investigaciones.

Conclusion

En los ultimos diez afos, las tecnologias de la web semdntica han pasado de in-
vestigaciones a aplicaciones reales, y el conocimiento representado en ontologias
y KG ha crecido de unos pocos a mas de mil conjuntos de datos altamente inter-
conectados, algunos con millones de instancias y cientos de miles de enlaces.
Esperamos que la reflexion sobre las oportunidades para la educacion superior
basada en la web semantica sirva como hoja de ruta para futuras investigacio-
nes y desarrollos en el campo. Nuestras propias innovaciones presentadas son
ejemplos concretos de materializacion de estas oportunidades (Manrique et al.,
2018a, 2018b, 20194, 2019b).
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Anexo
Escritorio TELOS con tres herramientas importantes abiertas:

(Escanée el codigo para ver la figura o visite

https://gobierno.uniandes.edu.co/wp-

content/uploads/Uniandes-Fig-A.1-1.png)

Escenario socioconstructivista en TELOS:

(Escanée el codigo para ver la figura o visite

https://gobierno.uniandes.edu.co/wp-

content/uploads/Uniandes-Fig-A.2-1.png)
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Introduccion

La adopcién de la inteligencia artificial (1a) ha crecido deprisa en los ultimos
afos en casi todos los campos de la ciencia y las humanidades. Su uso se ha am-
pliado para intentar responder problemas complejos, como el cambio climatico
(Huntingford et al., 2019), la migracién (Madianou et al., 2020), el cuidado de
la salud (Kitchin, 2020) o la planificacién urbana (Taylor etal., 2016); proble-
mas profundamente entrelazados con aspectos geoespaciales por su relacion
con los territorios, las comunidades, las instituciones (De Albuquerque et al.,
2016) y todo aquello mds que humano (Puig de la Bellacasa, 2017). Sin embargo,
estos retos estan siendo abordados por geografias producidas a través de y por
lo digital (Ash et al., 2018; Datta, 2024), incluidas técnicas como el aprendizaje
automatico y la 1a. Esto se ha denominado GeoAl.

En la actualidad, el desarrollo de la GeoAl se encuentra limitado a las cien-
cias de la computacion, las ciencias de la geoinformacion y la geoinformatica
(Mortaheb y Jankowski, 2023; Hu et al., 2019; Janowicz et al., 2020). Como re-
sultado, la comprension y la reflexion critica y transdisciplinar (asi como sus
posibles retos e impactos) del componente geoespacial se vuelve primordial
para varios de estos desarrollos y aplicaciones de 1a. Como explicitan Janowicz
et al. (2020), la practica y el uso de 14 en el ambito geoespacial no es nuevo y
se remonta a algunas décadas.

Hoy en dia, a la GeoAl se le reconocen potenciales usos para mejorar la
eficiencia de los servicios urbanos y la calidad de vida de los residentes, al igual
que para responder a los retos sociales, econémicos y ecoldgicos de la produc-
cion de datos, conocimientos e informacion geoespacial sobre las dindmicas
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humanas que ocurren en los territorios (Mortaheb y Jankowski, 2022). No obs-
tante, las tecnologias y sus practicas son las que actualmente estdn marcando las
pautas que definen las politicas publicas y las regulaciones. Nuestra perspectiva
en este capitulo entiende la GeoAI no solo como una solucion tecnolégica a los
problemas geoespaciales, sino como una sociotecnologia que atin es emergen-
te, esta fragmentada en multiples practicas a diversos niveles (Wynne, 1988) e
impacta multiples aspectos.

En este contexto, es clave recalcar que los problemas actuales que han sido
investigados en la 1A también se encuentran en la GeoAl. Por ejemplo, la re-
produccion de sesgos, ya sean humanos o producto de la automatizacion, los
cuales estan arraigados en los parametros y datos utilizados para el entrena-
miento de los sistemas de 1a durante sus fases de desarrollo y que se revelan
durante su implementacion. Algunos casos en los que se refleja esto presentan
sesgos embebidos en los sistemas de clasificacion y las categorizaciones que se
generan en estos sistemas, que pueden reforzar la discriminacion existente en
la sociedad y aumentar las inequidades sociales (Ferrer et al., 2021; Buolamwini
y Gebru, 2018). Este fenémeno es complejo, ya que clasificaciones y categorias
responden a una visién concreta, donde se cifran y se normalizan las experien-
cias ocurridas en las comunidades y sus territorios, por lo general marginali-
zadas (Johnson, 2014).

Desde los aspectos geograficos también se incorporan sesgos adicionales a
los ya presentes en la 1a. Explicitos o implicitos (Ferrer et al., 2021), algunos de los
sesgos estan asociados al uso de datos de entrenamiento de geografias del nor-
te global, con representaciones excesivas de espacios o elementos geograficos
irrelevantes para la mayoria del planeta, o con una limitada o inexistente re-
presentatividad de espacios geograficos de paises del sur; estos se pueden am-
plificar con la agregacion de diversos tipos de datos. Las huellas digitales de las
geografias que se identifican o se generan a través del uso de estos sistemas de
GeoAlI conducen a tratamientos diferenciales, en muchos casos discriminato-
rios. Esto ocurre no solo en el espacio fisico, sino también en el digital, lo que
produce, potencialmente, periferias informacionales (Datta, 2024) u otro tipo
de espacios y dindmicas de reconocimiento, inventario y control territorial, en
su mayoria para fines militares y politico-econdémicos, o de usos para hipervi-
gilancia y ordenamiento (Anderson, 1991; Ferrer et al., 2021) que podrian llegar
a ser discriminatorios.

Sin embargo, al mismo tiempo, aquello que no es documentado en geovi-
sualizaciones suele ser invisibilizado al no formar parte de las narrativas o dis-
cursos construidos a partir de las representaciones que ofrecen estos sistemas.
Esta dualidad visible-invisible ha llevado a conflictos sociales que han sentado
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la base para el reconocimiento de otras formas de entender y representar el
mundo, como los conocimientos y las practicas de tipo ancestrales, emergentes,
organicas y situadas de contextos especificos. Estas formas usan herramientas y
mecanismos diversos de georeferenciacion o representacion cartografica parti-
cipativos o directamente liderados por las comunidades, para hacer sentido de
diferentes realidades y cuestionar el uso estandar y priorizado que sele ha dado a
las formas de representacion euclidianas y positivistas que responden a dinami-
cas especificas de poder.

En este capitulo consideramos criticamente los datos geoespaciales explici-
tos', sus categorias generadas desde aproximaciones institucionales y su repre-
sentacion en términos fisicos en los mapas. Estos datos e informacion, aunque
tienen diversos beneficios en términos, por ejemplo, de apoyos a soluciones téc-
nicas, no necesariamente corresponden o estiman la totalidad de las dinamicas
socioespaciales de algunas comunidades precarizadas. De esta manera, espe-
ramos complejizar la lectura sobre el aspecto geoespacial en las GeoAl imple-
mentadas en los territorios del sur, a partir de la reflexion sobre proyectos que
utilizan estos sistemas y tienen aproximaciones mas participativas. Buscamos
discutir alrededor de estos casos, enfocados en el uso de datos geoespaciales
implicitos y participativos como una de las formas de responder a los retos del
uso actual de la GeoAl. Por tltimo, cuestionamos si es necesario representar
geograficamente todos los aspectos de estos territorios/comunidades para plan-
tear politicas publicas, estrategias y acciones para su mejoramiento.

Sobre clasificacion y categorias en la GeoAl

La construccion de categorias como manera de ver nuestras realidades, en ge-
neral, hace que las definamos como estructuras socioculturales que responden
a condiciones espaciotemporales especificas. El proceso epistemoldgico de or-
ganizar el conocimiento, lo conocido, lo no conocido, en esquemas de clasifi-
cacion corresponde a formas de estructurar la realidad para disefar, conducir
y evaluar cdmo esta opera basada en valores, presuntamente comunes entre las

1 Por datos geoespaciales explicitos entendemos, por ejemplo, datos de localizacion, imége-
nes satelitales georeferenciadas, algunos datos cualitativos de percepcion, etc., pero que
tienen origenes institucionales o de arriba hacia abajo; por otro lado, los datos implicitos
son aquellos que cuantifican o cualifican descripciones geoespaciales (p. ej., localizaciones
de espacios o précticas no institucionalizados/oficiales, narrar espacios en texto, audio o
dibujos) y que en ocasiones no utilizan datos con referencias geograficas directas.
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comunidades, las personas expertas o aquellas provenientes de otros lugares de
poder (Alaimo y Kallinikos, 2021).

Asi, las categorias se perciben como formas de encontrar similitudes entre
agentes, eventos o acciones que no son idénticos, para ser clasificados como ele-
mentos equivalentes y agrupados basados en estas equivalencias (Rosch, 1975).
Adicional a esto, las clasificaciones y las categorias que acompasan a otras (p. ej.,
sistema de jerarquias) referencian el mundo que se captura, analiza y representa
a través de estos sistemas y definen el balance entre los niveles de abstraccién y
de detalle que son necesarios para operar cada uno (Alaimo y Kallinikos, 2021).
Por ejemplo, los datos deberian representar las caracteristicas principales de los
agentes, pero con un nivel de abstraccién suficiente para no sobrecargar el sis-
tema, sin dejar de representar aspectos que son vitales para el entendimiento
de las realidades, sobre todo si son sistemas que ayudan a darles forma a estas
ultimas (Alaimo y Kallinikos, 2021).

La mayoria de estos sistemas usan categorias normativas que pueden lle-
var a visiones parciales de los datos. Son empleados con frecuencia por las ins-
tituciones y sus sistemas, o por grupos socioecondmicamente dominantes, y
reflejan la normalizacién de sus juicios, lo que revela conformidad con un fe-
némeno conocido como estdndar de normalidad (Johnson, 2014).

Ademas, si los datos son agregados, como ocurre en la mayoria de los
procesos actuales relacionados con GeoAl, hay varios elementos positivos y
negativos que se amplifican con respecto a los grupos sujetos del sistema. Una
de esas amplificaciones esta relacionada con los sesgos, lo que causa una ma-
yor discriminacion de grupos sociales ya marginalizados (Zehlike et al., 2017,
Buolamwini y Gebru, 2018, Ferrer ef al., 2021). Potencialmente, esta situacion
socava las bases de la equidad y los valores democraticos que forman parte de
las sociedades actuales o va en contra de otras formas de organizacién, como las
ancestrales. Los dos puntos anteriores cobran aun mds importancia en sistemas
de GeoAl, o de geotecnologia en general, relacionados con el desarrollo de po-
liticas publicas y el entendimiento de los territorios.

Por ejemplo, el uso de plataformas digitales como Google Earth y Google
Maps reproducen maneras de ver los territorios (Farman, 2010) que correspon-
den al statu quo del momento o alo que es normativo; sin embargo, han abierto
el acceso al procesamiento de la informacion cartografica sobre diferentes te-
rritorios, comunidades y dinamicas sociales. Por ejemplo, en el caso palestino,
Google Maps reproduce formas de ver el territorio donde se revela la ausencia
de datos geograficos relevantes para sus habitantes y solo incluye algunos nom-
bres de calles, de negocios autorreportados e hitos urbanos limitados (Good-
friend, 2021). Los datos geoespaciales y los sistemas de clasificacion aqui usados,
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intencionalmente, reproducen dinamicas de ideales sociopoliticos y de hiper-
vigilancia de otros paises, y muestran sus maneras de ver y controlar este terri-
torio. Este fendmeno sobre lo que es representado — (hiper/in)visibilizado—?
se complejiza cuando los datos y los sistemas de clasificacion y representacion
deben ser entendidos, hasta un nivel funcional, por las personas que los usan
o son sujetos de estas tecnologias.

La falta de claridad y, en algunos casos, transparencia en el funcionamiento
de los sistemas limita su entendimiento funcional e impone agendas externas
sobre los territorios y poblaciones, lo que restringe las posibilidades para que
las personas puedan desarrollar estrategias de contestacion.

La GeoAl en el sur global

El uso de plataformas y herramientas de 1a para ofrecer servicios digitales son
el nuevo estandar en la gran mayoria del mundo. Estos servicios se han vuel-
to clave para el desarrollo de infraestructura urbana digital, asi como para el
procesamiento, acceso y circulacion de datos e informacion a diversas escalas
territoriales en un gran numero de paises (Gutiérrez y Munoz-Cadena, 2023),
incluidos varios en Latinoamérica. Esto ha llevado a impulsar fuertemente ini-
ciativas de digitalizacion y, en general, estrategias de datificacion para su fun-
cionamiento (Schou y Hjelhot, 2019; Broomfield y Reuter, 2022; Datta, 2024).
Queremos resaltar que, en la mayoria de los casos, los procesos de datificacién
son esenciales para el desarrollo e implementacion de las tecnologias digitales
propuestas (plataformas, servicios, etc.); de este modo, en este capitulo vamos
a hablar de digitalizacion/datificacion, dado que un proceso suele conllevar el
otro y hoy son practicamente inseparables.

El uso de la digitalizacion/datificacion esta motivado en especial por la
idea de que promueve el desarrollo econémico y formas de gobernanza mas
eficientes, seguras y democraticas (Ricaurte etal., 2024). Asi mismo, quienes
apoyan su uso argumentan, con poca reflexion critica, que estos procesos per-
miten asignar responsabilidades a diferentes agentes de los servicios publicos y
contribuyen a la democratizacion de estos servicios, a través de la reduccion de
los conflictos que aparecen en algunas de las fases del procesamiento de datos

2 La (hiper/in)visibilizacién es un concepto formulado desde la justicia de datos. Plantea la
discusion entre legibilidad de personas, grupos o fenémenos y el derecho a la justa repre-
sentacion en los datos, aunque esto no permita el accionar sobre aspectos clave o, por el
contrario, exponga a las personas a agendas de explotacién (véase Jameson et al., 2019;
Heeks et al., 2020; Behrendt y Sheller, 2023).
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e informacion (Hoefsloot y Gateri, 2024). Ademas, en términos de gestion de
territorios, se enfatiza en su uso por su amplia cobertura, su estandarizacién y
su reporte en tiempo real, al igual que por la automatizacion de ciertos proce-
sos de decision, que apoyan la presunta eficiencia y eficacia de estos sistemas
dentro de los procesos de gobernanza.

En parte, debido a lo anterior, estos sistemas de GeoAI han sido usados en
las ciudades latinoamericanas en la gestion de referencias geograficas de areas
de asentamientos precarizados (Abascal et al., 2022; Thomson et al., 2020), la
coordinacion de la movilidad (flujos de trafico tanto de transporte ptblico como
privado), el manejo de agua y su infraestructura asociada (Hoefsloot et al., 2023),
la gestion de la seguridad y el acceso y provision de servicios sociales. Asi, el én-
fasis en la digitalizacion/datificacion de los territorios y sus comunidades toma
fuerza al seguir la premisa de informar y guiar las decisiones y acciones de los
Gobiernos (Pelizza y Kuhlmann, 2017; Kitchin et al., 2016), lo que transforma
sus modelos y formas de gobernanza y los mueve hacia la gubernamentalidad
algoritmica (Ricaurte et al., 2024). Sin embargo, algunas reflexiones sobre es-
tas tecnologias también apuntan a que fortalecen la funcion histdrica de la car-
tografia, como una supuesta herramienta que mejora la legibilidad de aquello
que los Estados, sobre todo occidentales, consideran suyos, pero que les permi-
te distinguirse de la otredad (Oluoch et al., 2022). Otras reflexiones cuestionan
aspectos de justicia en estos sistemas de GeoAl asociados a la (hiper/in)visibi-
lidad de las personas, asi como la agencia para relacionarse con las tecnologias
y los datos de estas de las comunidades sujeto de estas y para contrarrestar los
elementos de sesgos y discriminacion que generan (Taylor, 2017).

Weiskopf y Hansen (2022) definen que la gubernamentalidad se enfoca en
las practicas de gobernanza de y para las personas que no estan digitalizadas
en los registros clasicos de modelos politicos y econémicos liberales y neolibe-
rales. De esta manera, la gubernamentalidad algoritmica se enfoca en las prac-
ticas contemporaneas en las que se usan tecnologias digitales y, en muchos
casos, automatizadas, las cuales procesan datos digitales de las personas que
habitan los territorios donde estos modelos de gubernamentalidad son instau-
rados (Weiskopf y Hansen, 2022; Barry, 2019). Por lo general, estos datos salen
de las actividades “en linea” de la poblacion residente, lo que lleva a formas de
data gaze'y permite el perfilamiento continuo (Beer, 2019) y el anélisis predicti-
vo de sus futuras posibilidades, (re)acciones, etc. (Flyverbom y Gartsten, 2022).

Este tipo de practicas de gubernamentalidad algoritmica tiene grandes retos
en los paises del sur, incluidos paises latinoamericanos, debido al reforzamiento de
las dinamicas sociopoliticas y econdmicas de valores y practicas provenientes
del norte (Datta, 2024; Ricaurte, 2023; Ricaurte etal., 2024) y el afianzamiento
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de aproximaciones tecnosolucionistas, que supuestamente resuelven proble-
mas complejos de nuestras sociedades latinoamericanas (Ricaurte et al., 2024).
Asi mismo, Ricaurte etal. (2024) resaltan que estas practicas llevan también a
la implantacién de dindmicas neocoloniales de poder, en tanto se identifica su
rol en la (re)afirmacion de poder de algunos paises del norte global sobre otros
y su utilizacién como medios de los Gobiernos para automatizar asimetrias
sociales y de control social. Esto se agrava cuando en esta realidad la gestion
de infraestructuras y servicios digitales relevantes, sobre todo urbanas, se en-
cuentra en su mayoria controlada por el Estado o empresas (Hoefsloot y Gateri,
2024; Carr y Hesse, 2023).

En este escenario, los procesos estan manejados y, en muchos casos, dirigi-
dos por infraestructuras, servicios y plataformas digitales, donde las automatiza-
ciones de las categorizaciones y de los mecanismos de entrada y salida de datos
dan forma continuamente al mundo que conocemos, determinando los compo-
nentes humanos, geoespaciales y mas que humanos, que son (hiper/in)visibles
(Taylor, 2017; Hoefsloot et al., 2022), al igual que como se ven, gestionan y contro-
lan. Estos sistemas de clasificacion y sus categorias afectan lo que se representa,
analiza, reporta y decide, a partir de las implementaciones mas frecuentes de la
GeoAl, relacionadas con temas como la georeferenciacion de (1) edificios e in-
fraestructura, (2) actividades y aspectos sociales y humanos, (3) analisis de usos
de tierray (4) manejo del ambiente y desastres (Song et al., 2023; Sawhney, 2023).

En este sentido, se plantean cuestionamientos criticos desde la justicia so-
cioespacial y de datos relacionados con el rol que estas tecnologias podrian tener
como herramientas de respuesta a crisis socioespaciales, que en algunos casos
han sido atendidas en los territorios y sus comunidades, pero que en otros han
sido amplificadas a través del uso de tecnologias.

Exploraciones de la GeoAl en el sur:

de la implementacion y sus pasos previos

En este capitulo consideramos algunos aspectos de GeoAl que son criticos y los
examinamos desde casos de gestion territorial basados en experiencias de co-
munidades urbanas y rurales, donde se vuelve clave la discusion sobre la gestion
y los efectos de la informacion que se recolecta y visualiza de estas comunida-
des en los sistemas digitales geoespaciales. Los casos exploran aproximaciones
de GeoAl que van desde la georeferenciacion automatizada de asentamientos,
hasta la discusion sobre categorias y sistemas de clasificacion en los datos que
se utilizan para entrenar estos sistemas para el uso publico.
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Caso 1. Proyecto de georeferenciacion
automatica de asentamientos precarizados

Contexto

Entre los multiples intentos por generar datos que describan mejor las condi-
ciones de vida en las ciudades, analizamos un proyecto de georeferenciacién
automatica de asentamientos precarizados, en el cual uno de los autores del
capitulo forma parte del equipo. Este proyecto, basado en Africa occidental y
Africa oriental (Lagos y Kano, en Nigeria, y Nairobi, en Kenia), se ha puesto
como objetivo establecer una metodologia dialdgica que permita la generacion
y actualizacion periddica de dichos datos. Para ello, el sistema integra las cuatro
principales alternativas de produccién de datos® y las combina con datos geoes-
paciales originados en métodos mas manuales y humanos (levantamientos de
campo, cartografia, encuestas periodicas y censos) y aquellos que resultan de la
produccién automatizada de datos (p.ej., modelos computacionales de datos
sintéticos, procesamiento de imagenes de sensores remotos y técnicas basadas
en aprendizaje de maquina) (Thomson ef al., 2020).

Dicha combinacién de métodos se justifica debido a las limitaciones de las
cuatro técnicas iniciales, como los altos requerimientos técnicos que dificul-
tan su realizacion de manera periddica; los costos elevados de implementacion
(equipos y salarios); la baja velocidad en la produccion de datos, usualmente
relacionada con las limitaciones de acceso por condiciones geograficas a zo-
nas remotas o poblaciones alejadas de los centros poblados principales; y las
producciones automatizadas de sesgos y errores que deben corregirse con vi-
sitas a campo sin validacion (Thomson et al., 2020). Este proyecto es, en parte,
el resultado de los mas de veinte afios que lleva la georeferenciacion de areas
precarizadas utilizando datos recolectados a partir de sensores de muy alta
resolucién, como imagenes satelitales y drones, mediante diferentes técnicas
como el analisis basado en objetos (0BIA, por sus siglas en inglés) y el aprendi-
zaje automatico (Kuffer et al., 2016), que han motivado el desarrollo de algunas
técnicas mas contemporaneas dentro de las GeoAl, como el uso de redes neu-
ronales (Abascal et al., 2022).

La aproximacion dialégica para las herramientas de GeoAI aqui discutidas
involucra desde el inicio a todas las partes interesadas, incluidas comunidades,

3 Las cuatro técnicas principales de generacion de datos de asentamientos precarizados son:
(1) enumeracion o censo de hogares en los asentamientos; (2) interpretacion humana/visual
de imégenes satelitales; (3) clasificacién de imdgenes satelitales basada en aprendizaje de m4-
quina e 14; y (4) cartografia tradicional basada en trabajo de campo (Thomson et al., 2020).
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autoridades e investigadores, para que establezcan conjuntamente las caracteris-
ticas de recoleccion y representacion, asi como los usos de los datos que se van
a generar, para lo cual la reflexion colectiva sobre las categorias de los datos y
la informacion es esencial. Asi, se promueve que la representacion cartografica
generada y sus herramientas relacionadas de GeoAl, afinadas y contextualizadas
al caso, sean relevantes para las partes y se basen en las realidades del territorio y
las necesidades de las comunidades que lo habitan, y no solo en las maneras de
verlas de arriba hacia abajo que tienen las instituciones desde sus datos y sus
formas de usarlos. El sistema tiene varios ciclos de cocreacién entre distintos
agentes. En un primer ciclo de cocreacion se priorizan datos relevantes para la
comunidad (formatos, tipos, categorias, viabilidad de generacion de estos, etc.).
En el segundo ciclo se revisan los resultados del mapeo de datos secundarios y
terciarios, al igual que su calidad y representatividad. Estos comentarios y mo-
dificaciones son implementados, y aquellos que acarrean impactos negativos
son analizados y se desarrollan estrategias para contrarrestarlos, minimizarlos
o simplemente omitirlos, para asi proceder a desarrollar la generalizacion del
proceso y hacerlo escalable, reproducible, entendible y transferible a otras rea-
lidades que compartan similitudes contextuales.

La combinacion de estos métodos busca, por un lado, proponer estrategias
para responder a diferentes limitaciones que estas aproximaciones de manera
aislada presentan, como inconsistencias en la referenciacion cartografica, in-
dicadores complejos, restricciones en las caracteristicas de las variables, altos
costos de implementaciéon y mantenimiento, entre otros. Por otro lado, su in-
tegracion en una aproximacion mas holistica intenta que las representaciones
cartograficas explicitas, a partir de la extraccion automatizada de caracteristi-
cas geograficas de imagenes satelitales, se combinen con datos implicitos, con
el fin de no (hiper/in)visibilizar los territorios y sus comunidades. Lo anterior
cuestiona las lecturas y categorias institucionales sobre estos territorios, a par-
tir de sistemas como, por ejemplo, verlos desde su estatus de asentamiento de
desarrollo informal, en vias de legalizacion o formalizado, o desde la condicién
de sus viviendas o calidad de habitat, tipos de actividades econdmicas institu-
cionalizadas y tipos de infraestructura publica institucional.

La diversificacion de estas formas de ver los territorios/comunidades per-
mite disminuir los sesgos y la continuidad de ciclos de precarizacion, al contra-
rrestar, por ejemplo, narrativas de déficit (D’Ignazio y Klein, 2020) sobre estos.
De igual modo, permite identificar y disminuir el impacto de los aspectos con-
siderados desde la politica publica que no corresponden con sus realidades,
sino a una inercia histdrica de las presuntas necesidades y dinamicas de estas
areas y sus poblaciones, la cual proviene desde las instituciones y sus intereses,
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debido a agendas politicas, oportunidades de financiacion, lugares de mejoras
de indicadores urbanos, entre otros. Sin embargo, la implementacién de estas
aproximaciones mas participativas en los sistemas de GeoAl, como parte de
las tareas de modelamiento, incluidas las de entrenamiento y validacién de los
modelos, se encuentran con la realidad que constituye la escasez de datos de
referencia, sobre todo institucionales, y la limitada cobertura (espaciotempo-
ral) de los que estan disponibles.

Reflexiones desde los sistemas de clasificacion y las categorias
El sistema del caso de georeferenciacion automatizado aqui presentado ha en-
contrado retos importantes para la generacién de conocimiento geoespacial de
asentamientos precarizados, pues la representacion de algunos elementos fisi-
cos relevantes para las comunidades rifie con muchas de las categorias oficia-
les. Por ejemplo, para una de las ciudades localizadas en Africa occidental, se
plantea un énfasis en la generacion de informacion de acceso a los servicios de
salud por parte de las madres gestantes que habitan asentamientos precarizados.
Asi, se plantea una primera aproximacién desde los conjuntos de datos
abiertos o institucionales disponibles; después, se incorporan datos genera-
dos por la comunidad, mediante OpenStreetMap alineado con maneras par-
ticipativas de las comunidades de responder y manejar su propia visibilidad y
responder a sesgos. A partir de alli, se realiza una estimacion inicial y de refe-
rencia de diferentes niveles de accesibilidad a infraestructura y servicios de sa-
lud disponibles. Los resultados revelan que varios de estos no incluyen todas las
practicas, los relatos o la informaciéon compartida por las personas que habitan
estos territorios. En particular, aquellos datos e informacion sobre los espacios
y tipos de servicios tradicionales o comunitarios a los que se accede durante la
gestacion, incluso otros temas de salud, como las parteras, curanderos u otras
personas que llevan a cabo précticas tradicionales no normativas asociadas al
bienestar y la salud. Al no contar con datos geoespaciales explicitos de referen-
cia sobre estas practicas, estos espacios y servicios, los cuales se encuentran por
fuera de la regulacion y el reconocimiento institucional, son invisibles dentro
las cartografias automatizadas que se generan oficialmente y que son utilizadas
para gestionar y manejar las decisiones sobre estos territorios urbanos. Esta si-
tuacion es similar en otros sectores, como el de acceso a la educacion, el sanea-
miento basico, el agua potable, o la percepcion de seguridad o criminalidad.
Asumir que es viable modelar bajo paradigmas establecidos de GeoAl
implica resultados, lecturas y aproximaciones incompletas, debido a que las
categorias definidas desde las instituciones son normativas, en varios casos
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estandar, y tienen por origen informacion explicita a nivel geoespacial. Dichas
aproximaciones suelen no dar cuenta de la densidad y complejidad de la vida
que existe fuera de esos marcos preestablecidos y que es mas evidente en nues-
tros paises del sur. Para responder a esto, se deben incorporar procesos de co-
creacion de visiones compartidas y situadas en el territorio. Esto permitiria, por
un lado, que la agencia sobre los niveles de visibilidad cartografica y, en general
institucional, de las comunidades sujeto de estos sistemas de georeferenciacion
automatizada, sus practicas y espacios, no solo sea respetada, sino activamen-
te incluida en la configuracién de la informacion geoespacial de los territorios
urbanos que habitan.

Por otro lado, cuando las comunidades deciden a la par de las instituciones
sobre estos niveles de visibilidad, se espera que se abra espacio para que la de-
finicidn y caracterizacion de los datos basicos que alimentan estos sistemas de
GeoAl puedan responder, en efecto, a perspectivas de datos y categorias que estan
situadas y sean mas cercanas a sus realidades. Sin embargo, es clave resaltar que,
al plantear visibilizar estas practicas y espacios no normativos, se vuelve esencial
garantizar procesos y espacios de informacién y exploracion con las comunida-
des sobre los potenciales impactos no deseados (p.ej., intentos de las institu-
ciones por regularizar/formalizar estas actividades) de la (hiper/in)visibilidad
automatizada en las cartografias institucionales de estas practicas. Esta refle-
xion final sobre este proyecto nos lleva directamente a nuestro segundo caso.

Caso 2. Proyecto de generacion de datos para apoyar
comunidades impactadas por inundaciones

Contexto
El registro de inundaciones y otras afectaciones por eventos climaticos extre-
mos ha sido tradicionalmente una practica de las entidades oficiales. En varios
casos, el conocimiento geografico permite estimar los niveles de vulnerabili-
dad o riesgo de las comunidades que habitan estos territorios. Estos calculos
y estimaciones son producidos por los Gobiernos nacionales, mientras las ac-
ciones de prevencion y atencion de desastres son delegadas a autoridades del
nivel local o municipal. Este arreglo convencional de responsabilidades suele
excluir el conocimiento local y las experiencias propias de las poblaciones que
han sufrido los desastres y que, en varios casos, ya se han adaptado al riesgo o
lo gestionan fuera de la institucionalidad.

La brecha existente entre las instituciones y las comunidades se acenttia en
los territorios usualmente referidos como asentamientos precarizados, aquellas
comunidades urbanas periféricas o en la ruralidad ubicadas en zonas en su
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mayoria autoconstruidas. No es coincidencia que estas brechas tengan una re-
lacién alta con las desigualdades territoriales presentes en las ciudades del sur
(De Andrade et al., 2021) o en zonas rurales con condiciones particulares de
riesgo, como aquellas que se encuentran cerca de volcanes (Pardo et al., 2021).
Como describen De Andrade et al. (2021), la generacién voluntaria de datos
geograficos sobre impactos de eventos climaticos, en especial aquellos creados
a través de redes sociales, se concentra en zonas de la ciudad con altos ingre-
sos, actividad econdmica formal o infraestructura consolidada (que también
comprende la infraestructura de conectividad a internet). Asi, se encuentra
una baja representacion de informacion en zonas de bajos ingresos, a pesar de
contar con evidencia técnica de los impactos negativos que producen las inun-
daciones. Es necesario observar cudles de los condicionantes tienen mayor pre-
valencia para esta baja representatividad, incluidos los costos de conectividad,
el acceso limitado a dispositivos moéviles, el menor interés en la produccion de
informacion, etc.

Son multiples los casos en los que la organizacién comunitaria ha entrado
en dialogo con las autoridades y ha servido de complemento o fuente de in-
formacioén para los estudios oficiales, varios de los cuales utilizan GeoAI como
herramienta y parten del analisis de las condiciones fisicas del territorio y datos
explicitos (p. ej., pendientes de los terrenos, composicion quimica de los suelos,
arreglos fisicos del relieve, cobertura y uso del suelo, entre otros). A través de
estos sistemas, se estiman niveles de vulnerabilidad ante situaciones que impli-
quen consecuencias graves para la poblacidn, como eventos climaticos, geold-
gicos y de otros tipos; sin embargo, persiste el problema subyacente asociado
a definiciones comunes o criterios aceptados entre disciplinas, instituciones,
Gobiernos y diferentes tipos de organizaciones.

El proyecto Datos a Prueba de Agua (Waterproofing Data, en su nom-
bre original en inglés) permite realizar campanas de sensibilizacion, didlogo
y produccion de datos explicitos e implicitos, principalmente con comunida-
des, sobre todo en escuelas, acerca de lluvia e inundaciones en cinco estados de
Brasil, bajo el liderazgo del Centro Nacional de Monitoreo de Riesgo de Desas-
tres Naturales (Cemaden). Dichas campaiias buscan responder a la necesidad
de mejorar los sistemas de prevencion del riesgo y las herramientas de GeoAl
que los acompaifian, para abrir espacios y crear estrategias de dialogo entre los
multiples participantes, con el fin de determinar las bases conceptuales y me-
todoldgicas del monitoreo de niveles de lluvia, construir los instrumentos de
medicidn, registrar los eventos de inundacién, y analizar cualitativamente los
eventos historicos de inundacién y las formas de representacion de esta infor-
macion. Los resultados de estas campaias son socializados con ambos grupos
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de participantes, para que, de manera colectiva, se defina la forma en que pue-
den utilizarse dentro de los procesos institucionales de generacion de alertas
y de gestion del riesgo, que en la actualidad tiene aproximaciones de arriba ha-
cia abajo en el manejo de desastres.

Reflexiones desde los sistemas de clasificacion y las categorias

Las realidades locales de algunas regiones de paises del sur colisionan con defi-
niciones sobre como entender fendomenos especificos. En particular, las aproxi-
maciones de fendmenos naturales que se consideran riesgos para las poblaciones,
como lo pueden ser las inundaciones, los deslizamientos de tierra o las erup-
ciones volcanicas, muchas veces parten, como se menciond, de definiciones de
riesgo con aproximaciones de arriba hacia abajo, donde los fendmenos naturales
se estudian como objetos independientes para reducir la incertidumbre asocia-
da a procesos que podrian tener consecuencias vitales para entidades humanas
y mas que humanas. Por ejemplo, Pardo et al. (2021) sefialan que, en el caso de
los impactos de las erupciones volcanicas, este tipo de aproximaciones falla en
reconocer a los volcanes como parte esencial de la vida en sus laderas y vecin-
dad, y se ignora el conocimiento de quienes alli habitan sobre su propio entorno.

Este ejemplo nos permite remarcar la importancia de los ejercicios de re-
coleccion de datos dialdgicos, sistémicos, colaborativos y, en algunos casos,
implicitos, como los del caso presentado, al ser elementos clave y estructura-
les para las aproximaciones de gestion de riesgo, asi como para el desarrollo de
las herramientas de GeoAl que las acompanan, dado que permiten una mayor
alineacion entre las estrategias institucionales y, a nivel de tecnologia, entre las
variables, las categorias y la manera de implementarlos (p. ej., priorizacion de
eventos, condiciones, etc.); en efecto, es importante que representen la reali-
dad vital de la poblacién y no vayan en contra de los procesos de renovacion y
coexistencia entre todos los elementos humanos y mas que humanos que en-
trecruzan de forma dinamica, en respuesta a las realidades de habitar estos te-
rritorios en riesgo.

En el panel Ciencia Ciudadana y Produccion de Conocimiento Geografico
Local, que se llevo a cabo en abril del 2024 en el marco del proyecto Datos a
Prueba de Agua y donde participamos dos de los autores del presente capitulo,
una de las panelistas dio uno de los ejemplos mas claros sobre esto. Nos relatd
como un grupo de personas expertas en gestion de riesgo llegaron a una comu-
nidad, la cual habia sido identificada por tener un nivel de riesgo muy alto por
inundaciones, a apoyarlos en el desarrollo de estrategias para responder mas ade-
cuadamente a estos fendmenos. Al trabajar con los habitantes, se dieron cuenta
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que las estrategias de gestion que iban a apoyar (resultado del analisis de datos
institucionales y explicitos) no debian enfocarse en ese fendémeno de manera
exclusiva, sino en otros con menor ocurrencia, pero que tenfan mayor impacto
en la calidad de vida y el bienestar de la comunidad. Las observaciones de cam-
po y los datos implicitos recolectados revelaron que, debido a la alta cantidad de
inundaciones en este territorio, la comunidad ya habia desarrollado maneras
de adaptarse a los impactos de este fenémeno, por lo que su resiliencia a estos
eventos habia aumentado y ya no eran, desde lo local, el mayor de sus riesgos.

En este contexto aparecieron prioridades asociadas a riesgos de desliza-
miento, crecientes subitas del rio o caida de rocas y lodos. Sin embargo, estos
son datos e informacién que los modelos de anilisis de riesgo o de vulnerabili-
dad no consideraron por diversas razones. Entre estas se encuentran: (1) el uso
de fuentes de datos institucionales con escalas inadecuadas (basados en datos
generales que no capturan el nivel de detalle de la zona de estudio), donde una
gran parte de los datos son geoespacialmente explicitos; y (2) se utilizan siste-
mas de clasificacion y categorias de datos que hipervisibilizan elementos expli-
citos y tangibles de los fendmenos, como los temas topograficos, de pendientes,
frecuencia e intensidad de lluvias, etc., que no son necesariamente aquellos que
se manifiestan en el territorio, y que son percibidos por sus habitantes en el dia
a dia y narran las vivencias de las comunidades.

En este tipo de circunstancias, la propuesta participativa de Datos a Prue-
ba de Agua para la recoleccion de datos —en su etapa inicial, hace énfasis en la
cocreacion de datos que alimentan procesos de GeoAl analiticos relacionados
a riesgos— permite que las escuelas se constituyan en el lugar de encuentro y
didlogo entre los sistemas educativos locales, las comunidades y los equipos
institucionales de gestion del riesgo. Alli, estudiantes, profesores, oficiales de
Defensa Civil y personas de la comunidad narran sus experiencias relacionadas
con los fenémenos naturales y sus riesgos, y construyen conceptos y categorias
asociadas a la inundacidn, los niveles criticos de lluvia, los criterios para la ge-
neracion de alertas climaticas, entre otros. Asi, se producen datos complemen-
tarios para el sistema analitico de gestion del riesgo (p. €j., areas con percepcion
del riesgo alta, eventos de inundacién de escala local, registros de niveles de
lluvia generados por las comunidades), el cual se espera que complemente los
sistemas y métodos oficiales de andlisis y gestion de geoinformacién aceptados
por los equipos técnicos y las autoridades oficiales.

Al coconstruir conceptos y criterios que antes se veian como elementos
técnicos que solo podian ser formulados por personas expertas —donde las co-
munidades no eran consideradas como tal—, estas apuestas activamente parti-
cipativas apoyan la formacion y creacion de diversas partes y elementos de los
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GeoAl esenciales para la gestion del riesgo, contribuyendo a la democratizacién
de la implementacion de las GeoAl en el sur.

Reflexiones generales sobre las GeoAl en el sur

Un elemento comun en los casos presentados en este capitulo es el cuestiona-
miento sobre la percepcion de si todo aquello que utiliza datos digitalizados y
sistemas digitales geoespaciales para su gestion muestra o representa realida-
des tangibles y ciertas de los territorios y las comunidades. Sobre este punto es
esencial reflexionar acerca de como en la actualidad frente a la digitalizacion/
datificacion de los territorios no se habla solo de “la instrumentalizacién de es-
pacios fisicos con sensores’, sino que amerita que se amplie el entendimiento
de estos procesos y sus tecnologias digitales, en este caso las GeoAl, como ele-
mentos sociotecnoldgicos. Esto incluye también el entendimiento de estas in-
tegraciones de tecnologias de la informacion y las estrategias de cuantificacion
de personas en la gobernanza en otros contextos sociofisicos. Las reflexiones
sobre lo que es (hiper/in)visible (D’Ignazio y Klein, 2020; Ricaurte, 2019; Taylor,
2017) a través de estas geotecnologias, en los usos descritos y otros, cobra rele-
vancia por diversas razones.

Por un lado, la existencia de dindmicas socioespaciales y culturales no ne-
cesariamente se considera dentro de los sistemas de GeoAl, porque estas ocu-
rren de maneras no hegemonicas y, por ende, son entendibles y visibles solo a
través de este tipo de datos no explicitos y de sistemas de clasificacion y cate-
gorias que los integren y no los excluyan. Lo anterior es evidente en los casos
presentados de georeferenciacién automatizada de asentamientos informales o
en el proyecto Datos a Prueba de Agua. Por otro lado, la manera en la que los
datos geoespaciales —tanto explicitos como implicitos— se relacionan con la
reproduccion de practicas espaciales de poder (Mattern, 2018) plantea pregun-
tas sobre la necesidad de (hiper/in)visibilidad de ciertos grupos en los proce-
samientos de estas geotecnologias.

En el primero, estas preguntas surgen al hacer énfasis en practicas loca-
les para promover el bienestar y el cuidado a la salud, como lo son curanderos,
parteras, etc.; estos espacios, servicios y personas suelen hacerse evidentes en
los datos implicitos (p.ej., memorias, narrativas, entre otros) de las comuni-
dades y no en los explicitos, por lo que no se visibilizan cuando se hacen car-
tografias (automatizadas) de infraestructuras de salud en estos territorios. En
el segundo, se plantea enfatizar en la cocreacion con comunidades de concep-
tos (Bryan, 2011) y criterios de riesgo, para que estos reflejen las realidades de
sus territorios y no sean el resultado de andlisis realizados en otros espacios e
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instituciones que, al catalogarlos como de alto o bajo riesgo, terminan teniendo
poder e influencia sobre la gestion de la vida en estos territorios, sin ser estas
sus necesidades y realidades actuales.

Lo anterior nos lleva a sugerir que, para que un sistema de GeoAl pueda,
en efecto, responder a realidades humanas y mas que humanas, es clave reco-
nocer que las dindmicas humanas y naturales, las multiples escalas espaciales y
temporales, y la coexistencia de la pluralidad y la diversidad deben considerarse
parte de estos sistemas, con una sensibilidad situada en las realidades de los te-
rritorios en los que se adelantan proyectos asociados a tecnologias que, en mu-
chos casos, hacen abstracciones conectadas a agendas que no se originan en los
lugares de estudio, desarrollo o implementacion. Adicionalmente, los proce-
sos de gubernamentalidad deberian situarse con precision en los territorios y
las comunidades en clave local, que sirvan para promover la autorregulacion y
autocontrol mientras se apalancan procesos de autodeterminacion. Dentro de
estos procesos los sistemas de GeoAl deberian servir como apoyo desde esta
vision construida de abajo hacia arriba.

Las implicaciones que tiene la imposicién de puntos de vista que no estan
situados en los territorios dificultan el entendimiento, la apropiacién y el uso
de sistemas particulares; en general, la agencia de las comunidades de dichos
territorios. Las dindmicas humanas y mas que humanas no son todas tradu-
cibles a datos. En algunos casos, las escalas espaciales y temporales se pueden
cuantificar, como es evidente en los casos aqui presentados, asi como en al-
gunos referenciados desde la literatura (Hoefsloot y Gateri, 2024; Pardo et al.,
2021), pero las implicaciones del conocimiento local sobre coémo habitar estos
territorios o la forma de responder a situaciones de riesgo estan mas afincadas
en procesos intangibles, que se refieren a visiones locales sobre el territorio y a
como se habita. Asi mismo, la pluralidad y la diversidad, cuando lo humano ylo
mads que humano se encuentran, superan las limitaciones de capacidad del en-
tendimiento humano. En un sentido relacional, para que un sistema GeoAl pue-
da responder a la complejidad que proponen multiples sistemas en interaccion,
a lo largo de tiempos que cruzan escalas temporales y espaciales, deberia defi-
nirse desde el didlogo y la busqueda conjunta, mientras se reconocen las limi-
taciones de sistemas que principalmente operan desde lo cuantificable. Como
se ha mencionado al inicio de este capitulo, ningtin sistema esta libre de sesgos
ni es posible cuantificar el mundo en su totalidad. Por esto, se deben priorizar
aquellas experiencias y la informacion de caracter local que tenga una relacién
directa con la vida y el ecosistema local en el cual generaran un impacto.

Teniendo en cuenta estas reflexiones, surgen varias preguntas: ;la respuesta
esta en que estos sistemas de georeferenciacion automatizada (p.ej., en el caso
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de la georeferenciacion de asentamientos precarizados) incluyan estos datos
geoespaciales implicitos sobre servicios y espacios infraestructurales no norma-
tivos? ;Como se pueden crear nuevas categorias relevantes localmente dentro
de los datos y los sistemas de GeoAl institucionales, de forma que se incluya
la diversidad? O si, en vez de automatizar la inclusion de este tipo de practicas
en estos tipos de GeoAl, ;deberian, en general, ser mapeadas de manera auto-
matica o mas bien se quedan para ser representadas solo con procesos de visi-
bilizacién que sean contextuales, participativos y locales, que no supongan un
riesgo para las comunidades sujetas de datos en diferentes frentes? ;Cuales son
los procesos clave para identificar los componentes locales y comunitarios que
se pueden incluir en estos sistemas y cudles deben excluirse?

Nuestras reflexiones nos llevan a concluir que el proceso de caracter sis-
témico que considera sistemas ecoldgicos y de suelos, culturales y sociales, el cual
se comienza a explorar en ambos casos, se direcciona al desarrollo de una visién
transdisciplinaria colectiva. El desarrollo de estrategias para la implementacion de
GeoAl y sus sistemas y plataformas debe responder a aproximaciones que
sean integradoras, diversas y contextuales, para que la toma de decisiones esté
situada en la realidad de nuestros territorios y comunidades del sur. Estas estrate-
gias mas participativas asociadas a las GeoAI deberian permitir la interconexién
de multiples escalas sociales, espaciales y temporales, ademads de promover la
coexistencia de la pluralidad y la diversidad.
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Introduccion

La explotacion sexual de nifias, nifios y adolescentes en linea (OCSEA, por sus
siglas en inglés) es un delito en el que se usan el internet y las tecnologias di-
gitales para abusar y explotar sexualmente a personas menores de dieciocho
anos (WeProtect, 2023). Este fenémeno incluye la produccién, la distribucién
y el consumo de material de explotacion sexual de nifias, nifios y adolescentes
(csam, por sus siglas en inglés), el acoso sexual (grooming), la transmisién en
vivo de abuso sexual, la extorsion sexual, entre otros.

En los tltimos anos se ha observado un incremento alarmante en el vo-
lumen de ocsea. De acuerdo con WeProtect (2023), desde el 2019 los reportes
mundiales sobre csam han aumentado cerca de un 87 % y los delitos de capta-
cion de menores en internet se incrementaron un 8o % entre el 2018 y el 2022.
Asimismo, Van der Bruggen y Blokland (2020) indican que el csaM se ha con-
vertido en uno de los tipos de contenido mas populares y de mayor difusién
en la dark web. Aunque apenas el 2% de los sitios ocultos en la dark web esta
relacionado con csam, aproximadamente el 80 % del trafico se dirige a estos
sitios, lo que indica que este contenido es solicitado y visitado con frecuencia.
El estudio Scale of harm (International Justice Mission y University of Nottin-
gham Rights Lab, 2023) sefiala que uno de cada cien menores de dieciocho afos
ha sido victima de transmisién en directo de abusos sexuales en Filipinas, pais
que se considera el punto critico a nivel global para este delito.

Entre el 2020 y el 2022, la Internet Watch Foundation (IWE, 2022) reportd
un crecimiento del 360 % en los casos de imagenes sexuales “autogeneradas”
de nifias y nifios entre siete y diez afios en Reino Unido. Para el 2023, la Iwr
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también reporté un aumento del 65% en este mismo pais (104282 casos), en
comparacion con el 2022 (63 057 casos) (IWF, s.f.). Por su parte, el numero de
denuncias recibidas por el National Center for Missing and Exploited Children
(NCMEC, 2024) en relacion con extorsion sexual financiera dirigida a nifas, ni-
flos y adolescentes también se incrementd un 300 % entre el 2021y el 2023. Re-
cientemente, esta misma organizacion alerté que los casos de grooming estan
presentando un crecimiento exponencial en el mundo. En el 2021, a nivel mun-
dial, CyberTipline procesd 44155 casos, en el 2022 fueron 80524 y en el 2023
recibieron 186 819 reportes de situaciones grooming en linea que involucraron
a menores de dieciocho afos.

En el contexto latinoamericano, los pocos datos que existen también mues-
tran un panorama similar. Solo entre el 2021 y el 2022 la linea de reporte Te
Protejo de Colombia procesd cerca de 1633 casos relacionados con sextorsion,
sexting, groomingy ciberacoso sexual en Colombia. La diferencia que existe en-
tre la manera en que los paises del norte y el sur global responden al ocsea es
abismal. Mientras que paises de América del Norte, Europa, Australia e incluso
algunos de Asia cuentan con recursos técnicos, legales y econémicos para com-
batir este delito, los paises ubicados en el sur global, en especial en América La-
tina, carecen de legislaciones robustas y tienen un acceso limitado a tecnologia
y recursos econdmicos que les permitan proteger los derechos de nifias, nifios y
adolescentes; esto se agrava por el hecho de que en estos paises se reportan con
mas frecuencia victimas de ocsea (WeProtect, 2023).

Los desafios que enfrenta Latinoamérica frente a este fenomeno son di-
versos. La variabilidad en los datos de los reportes, el volumen de informacién
en las conversaciones donde ocurren abusos, la falta de personal capacitado
para procesar dicha informacion y la forma en que se clasifican los delitos son
solo algunas de las dificultades a las que se enfrentan las autoridades a diario al
abordar casos de 0CSEA en la region. Pero tal vez uno de los mayores retos en
la prevencion y combate de estos delitos es el impacto perjudicial a la que es-
tan expuestos analistas y autoridades. Segtin Ahern et al. (2016), la exposicion
constante a este tipo de material puede afectar gravemente la salud mental y
bienestar integral de las personas.

El uso de la inteligencia artificial en la lucha

contra el OCSEA y el CSAM

La investigacion aplicada sobre el uso de inteligencia artificial (1a) para combatir
y prevenir el 0CsEA y el csaM es un campo relativamente reciente. En el mun-
do existen numerosos estudios e iniciativas centrados en el andlisis de videos e
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imagenes de abuso, los cuales desarrollan soluciones innovadoras para el manejo
de este material (Gangwar et al., 2021; Guerra y Westlake, 2021); sin embargo,
los estudios y las herramientas dedicados al analisis de texto son escasos, en es-
pecial cuando se trata de textos en idiomas distintos al inglés (Ngo et al., 2023).

Los pocos estudios enfocados en andlisis de texto han utilizado modelos
de machine learningy deep learning para identificar contenido relacionado con
abuso, bullying, grooming o sextorsion en plataformas como Facebook, x (antes
Twitter), YouTube e incluso en algunos videojuegos. Los datos utilizados para
entrenar estos modelos provenian, en algunos casos, de actores clave del entor-
no digital, como plataformas tecnoldgicas o autoridades, mientras que en otros
fueron generados de forma directa por los investigadores.

Uno de los ejemplos mas exitosos de uso de 1a para abordar este tipo de pro-
blematicas para las lineas de reporte como Te Protejo es el proyecto Augmented
Visual Intelligence and Targeted Online Research (AviaTor), impulsado por la
International Association of Internet Hotlines (INHOPE). Esta plataforma apoya
alaslineas de reporte y a las autoridades en el procesamiento, evaluacién y prio-
rizacién de informes de csam. Este proyecto ha mostrado avances prometedo-
res al utilizar técnicas avanzadas de vision por computadora e 1A para analizary
extraer informacion relevante de imagenes y videos, lo que permite priorizar las
denuncias y realizar andlisis de manera mas eficiente (INHOPE, 2023).

Otra de las iniciativas que existen a nivel global para analizar conversa-
ciones entre agresores y menores de edad es DRAGON-Shield. Esta plataforma,
desarrollada por la Universidad de Swansea, ofrece dos herramientas: un de-
tector de grooming en linea para las autoridades (DRAGON-Spotter) y una pla-
taforma de capacitacion en prevencion de grooming para cuidadores de nifos,
nifias y adolescentes (DRAGON-Shield). El DRAGON-Spotter combina lingiisti-
ca e 1A para detectar contenido de grooming y las tacticas de lenguaje que los
agresores utilizan para abusar de nifas, nifios y adolescentes. La herramienta
analiza texto extraido de conversaciones entre agresores y victimas, el cual ha
sido recopilado por las autoridades en casos de ocsea. Al igual que el proyec-
to AviaTor, DRAGON-Shield y DRAGON-Spotter han mostrado resultados muy
prometedores en el andlisis de interacciones entre abusadores y victimas (Lo-
renzo-Dus et al., 2023).

Aunque estos ejemplos representan avances importantes en el disefio de
herramientas de 1A para ayudar a las lineas de reporte y a las autoridades a re-
copilar datos y procesar informes de manera mas eficiente y segura, es impor-
tante notar que la mayoria se enfoca en el analisis de fotos y videos de contenido
sexual, dejando de lado el procesamiento del texto. Ademas, ninguna de estas
herramientas ha sido desarrollada para el contexto latinoamericano, donde el
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espanol es el idioma principal en el que ocurre el abuso. Por ultimo, una de las
mayores limitaciones es que todas estas herramientas se centran en el andlisis
de la relacién entre victimas y abusadores, sin abordar la fuente del abuso: las
conversaciones e interacciones entre los agresores.

El estudio

Este estudio, desarrollado entre el 2021 y el 2023 por medio de una alianza en-
tre el Departamento de Psicologia y el Centro de Investigacién y Formacion
en Inteligencia Artificial (CinfonIA) de la Universidad de los Andes, Aulas en
Paz y Te Protejo, planteé desarrollar dos modelos de 1a para el procesamien-
to de informacion relacionada con ocska. El primer modelo tuvo por objetivo
optimizar el analisis de los reportes sobre sextorsion, sexting, groomingy cibe-
racoso sexual recibidos en la linea de reporte Te Protejo en Colombia. Esta he-
rramienta analiza y clasifica los reportes, identificando patrones en los textos
recibidos por los analistas. Ademas de mejorar la comprension, el analisis y la
derivacion de los casos, el modelo busco reducir el riesgo para la salud mental
de los analistas, limitando su exposicion al contenido dafino de estos. El clasi-
ficador desarrollado logré analizar y caracterizar la informacion contenida en
los reportes a través de criterios como la gravedad del delito y el tipo de dafo
causado por la situacién (WeProtect, 2021).

El segundo modelo que se construyd fue un prototipo de un sistema de
alerta sobre ocsgA. Esta herramienta analiza informacién de foros relaciona-
dos con esta tematica encontrados en la web profunda a través de la plataforma
Atlas de Web-IQ. Esta examina el texto de las conversaciones en estos foros e
identifica patrones relacionados con los temas, su objetivo, su funcion, los ses-
gos cognitivos utilizados por los agresores y el posible dafio que podrian cau-
sar a las victimas.

Metodologia

Fuentes de informacion

La informacion utilizada para el modelamiento de las dos herramientas de 1a
provino de dos fuentes. En primer lugar, se tomaron los reportes recibidos
y procesados a través de la linea de reporte Te Protejo Colombia. Esta es una
plataforma digital administrada por la organizacion de la sociedad civil Red
PaPaz, la cual permite a cualquier ciudadano en Colombia identificar e infor-
mar sobre situaciones que afectan los derechos de nifias, nifios y adolescentes.
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Entre estas situaciones, Te Protejo recibe reportes sobre la divulgacion, compra,
venta o intercambio de csAM, asi como situaciones de 0CsEA hacia personas
menores de dieciocho afios. El conjunto de datos que se analiz6 abarca casos
desde enero del 2021 hasta diciembre del 2022. Esto permiti6 generar una base
de 1196 reportes, donde se incluyeron casos relacionados con grooming, extor-
sién sexual, divulgacion no consentida de contenido sexual y otras formas de
hostigamiento a personas menores de dieciocho afos en internet.

La segunda fuente de informacién provino de los datos extraidos de la pla-
taforma Atlas de Web-IQ. Esta herramienta de 1a de fuentes abiertas ofrece ac-
ceso seguro a un conjunto estructurado de datos de foros en la web profunda,
chats y otros sitios donde se discuten temas relacionados con la OCSEA. A tra-
vés de ella, se realizaron busquedas con palabras clave asociadas ala 0ocsea yla
region, lo que permitid identificar foros en los que se mencionaban situaciones
de abuso y explotacion sexual en entornos digitales en espanol. Estas palabras
clave fueron recopiladas por las analistas de Te Protejo y del equipo de investi-
gacion, lo que dio como resultado mas de 2800 entradas, que representan hilos
de conversaciones en los que, entre otras cosas, se encontraron descripciones de
situaciones reales o imaginarias de abuso, guias para realizar o replicar actos
de explotacion, y solicitudes de intercambio de csam. La informacién obtenida
a partir de las busquedas corresponde a conversaciones que tuvieron lugar en-
tre el 2018 y el 2022.

Manejo ético y responsable de la informacion

Uno de los aspectos mas importantes en este proyecto fue el manejo ético y
responsable de la informacion y el cuidado de la salud mental y el bienestar del
equipo. Desde el inicio se implement6 una politica de salvaguardia que sigue
los estandares establecidos por la Universidad de los Andes y la American Psy-
chological Association (APA).

De manera adicional, frente a la informacion obtenida de Te Protejo y Atlas,
se firmaron acuerdos de confidencialidad para el manejo de la informacion.
Estos garantizaron el manejo seguro de los datos en servidores encriptados y
limitaron la exposicion de los investigadores a informacion potencialmente da-
fiina para su bienestar y salud mental.

Sistema de anotacion
Uno de los aspectos clave en el desarrollo de modelos de 1a para abordar el ocsea
es la creacion de un sistema de anotacién que permita entrenarlos en el lenguaje,
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los temas y las formas de interaccion propias de este fendmeno. Este sistema
de anotacién es un conjunto de categorias y criterios disefiados para etiquetar,
clasificar y organizar los datos recolectados. En este proyecto, se crearon dos
sistemas de anotacion: uno para los reportes de Te Protejo y otro para las con-
versaciones encontradas en Atlas; aunque ambos emplearon categorias distin-
tas, se basaron en criterios similares.

Criterios principales para el desarrollo

de los sistemas de anotacion

Temdtica relevante: el sistema debe ser capaz de reconocer descripciones y ejem-
plos concretos de situaciones en las que ocurre OCSEA. Estas categorias incluyen
tipos especificos de interacciones sospechosas, comportamientos inapropiados
o contenido que indique abuso.

Precision: las clasificaciones deben ser precisas, con descripciones claras de
cada categoria, para garantizar que sea posible determinar con exactitud si un caso
cumple con las caracteristicas senaladas.

Adaptabilidad: los sistemas deben ser capaces de ajustarse y evolucionar
con el tiempo. Conforme se identifican nuevos patrones de comportamiento
o tipos de abuso, se incorporan nuevas categorias y se ajustan los criterios de
clasificacion, con el fin de asegurar su relevancia y efectividad.

A medida que los modelos se entrenaron y se pusieron a prueba, el sistema
de anotacion fue ajustado para reflejar mejor la complejidad de la informacion
analizada. Por ejemplo, en los primeros entrenamientos se descubrié que un
solo reporte recibido por Te Protejo contenia datos sobre varios delitos de forma
simultanea, lo que implicaba la necesidad de enviarlo a diferentes autoridades
competentes. En el caso de los foros de chat que se obtuvieron mediante Atlas,
las primeras iteraciones del entrenamiento del modelo revelaron una enorme
variabilidad en el tipo y la funcién de la informacién encontrada. Esta abarca-
ba desde relatos imaginarios hasta instrucciones para llevar a cabo abusos, asi
como detallados tutoriales técnicos para aprender a ocultar material de csam.

Las modificaciones permitieron que el sistema de anotacion disenado para
la base de datos de Te Protejo clasificara los casos como varios delitos simulta-
neos, en multiples categorias de riesgo, y evaluara la gravedad de la situacién
mediante la clasificacion de dafos propuesta por WeProtect (2022) y el grado
de criminalidad segun el indice de Wolak et al. (2010). El segundo sistema, de-
sarrollado a partir de informacién obtenida de Atlas sobre conversaciones entre
agresores, le permitié al modelo comprender de mejor manera las caracteristi-
cas del discurso en los foros. Esta nueva clasificacion incluy6 categorias como el
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contexto de las conversaciones (si eran relatos reales, ficticios u opiniones) y los
temas generales tratados (instrucciones para el uso de plataformas tecnoldgicas
para agredir, estrategias para evadir la ley, métodos de captacion de victimas,
entre otros). También incorpord la clasificacion de los participantes dentro de
la tipologia de agresores propuesta por Tener et al. (2015), al igual que las dis-
torsiones cognitivas y las estrategias de desconexién moral identificadas en las
conversaciones (Steel et al., 2020; Bandura, 1999).

El desarrollo de estos sistemas de anotacién mas abarcadores y dindmicos
resultd ser una de las innovaciones mas importantes del proyecto, ya que per-
mitié que la 1A empezara a comprender la complejidad del ocsea, asi como la
légica usada por los analistas de este tipo de informacion, lo que mejoré sig-
nificativamente la capacidad de la herramienta para interpretar y predecir el
conjunto de datos.

Procedimiento

Preprocesamiento de los datos

Los datos utilizados para desarrollar los modelos del clasificador y el prototipo
de sistema de alerta provienen de reportes que incluyen informacion personal,
como nuimeros de teléfono, identificaciones, correos electrénicos y URL. Para
proteger la privacidad y el anonimato de las personas, se eliminaron de manera
sistematica todos los datos sensibles. Es fundamental resaltar que la informacién
personal de los reportes o conversaciones no fue empleada en el entrenamien-
to del modelo. Este enfoque asegura un andlisis ético y responsable, al respetar
siempre los derechos de privacidad de los individuos.

Ademas, la colaboracién entre los investigadores de machine learning y
los expertos en OCSEA fue clave para el procesamiento de los datos. Debido a la
naturaleza sensible de la informacion, los investigadores de machine learning
no tuvieron acceso directo a los datos, por lo que se implement6 un proceso
continuo de validacién entre ambos equipos. En principio, los investigadores
encargados del desarrollo del método trabajaron con entradas que consistian
en una sola fila de una hoja de célculo; a partir de esta entrada, generaban una
prediccion inicial basada en datos en bruto. Luego, los expertos en 0CSEA, quie-
nes eran los tnicos con acceso autorizado a los reportes y las conversaciones,
revisaban los casos en los que fallaba el modelo de procesamiento de lenguaje
natural (natural language processing, NLP), realizando un analisis exhaustivo de
cada uno. En concreto, la revision consistia en validar la precision con la que
el modelo predecia la existencia o no de una categoria de anotacién en un re-
porte o en una conversacion. Una vez los expertos en 0CSEA determinaban si el
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modelo habia anotado correcta o incorrectamente la informacidn, los investi-
gadores de machine learning ajustaban la estrategia para mejorar el rendimien-
to del modelo. Este proceso iterativo permitié optimizar de manera continua
el sistema predictivo, subrayando asi la importancia de contar con un equipo
multidisciplinario.

Andlisis descriptivos

La figura 8.1 muestra las categorias finales de clasificacion en las distintas cate-
gorias del sistema de anotacion. La dimensién asunto incluye un total de 994
instancias de datos distribuidas en 8 clases; entre estas, sextorsion tiene el mayor
numero de instancias, con un total de 299. En la dimensién grado de criminali-
dad hay 943 instancias de datos, con mas de la mitad pertenecientes a intencién
de dafio; la clase menos representada en esta dimension es fin comercial, con
solo 21 instancias de datos. Por ultimo, la dimension dario consta de un total de
702 instancias de datos distribuidas en cuatro clases.

La figura 8.2 presenta la distribucion de los datos relacionados con las di-
ferentes categorias de conversaciones entre agresores obtenidas de Atlas. Las
dimensiones propuestas para este analisis son: asunto, tipo de agresor, contex-
to y distorsiones cognitivas del agresor. Es importante resaltar la disparidad en
la cantidad de clases y el desbalance de datos en cada dimension, similar a lo
que se observa en la base de datos de reportes. En particular, las ultimas tres
dimensiones (tipo de agresor, contexto y distorsiones cognitivas) tienen menos
categorias, lo que hace atin mas crucial contar con un mayor niumero de ejem-
plos. La falta de datos dificulta establecer correlaciones que permitan identificar
una misma conversacion en diferentes categorias, lo que complica la prediccion
del modelo. Por ello, es esencial disponer de datos equilibrados y suficientes
en todas las dimensiones, para mejorar la precision y efectividad del analisis.
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Figura 8.1. Distribucion de instancias de reportes de la linea de reportes de Te Protejo
en las dimensiones: (a) asunto, (b) grado de criminalidad y (c) dano

Fuente: elaboracion propia.
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y (d) distorsiones cognitivas del agresor

Fuente: elaboracion propia.
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Resultados

Herramienta 1: clasificador para la linea

de reportes Te Protejo

El objetivo principal de este modelo fue categorizar de manera efectiva y pre-
cisa los reportes recibidos por la linea Te Protejo en las categorias menciona-
das. Para lograr esto, el modelo emple6 una variedad de caracteristicas para la
clasificacion, teniendo en cuenta las correlaciones observadas entre las dife-
rentes categorias.

Correlaciones

En este contexto, las correlaciones se establecen en la medida en que dos catego-
rias de reportes tienden a aparecer juntas. Una alta correlacion entre dos categorias
indica que es comun que ambos tipos de reportes ocurran de forma simultanea,
mientras que una baja correlacion sugiere que es raro que coincidan. Estas co-
rrelaciones son esenciales para identificar patrones y relaciones recurrentes, lo
que mejora la precision de la clasificacion. Una alta correlacion puede ser apro-
vechada por el modelo para optimizar la categorizacion; entre tanto, una baja
correlacion proporciona diferentes matices que el modelo debe considerar. A
continuacion, se presentan ejemplos ilustrativos de correlaciones altas y bajas
entre categorias. Un ejemplo claro de correlacion alta puede ser este reporte:

Una persona que conoci en linea se gano mi confianza poco a poco. Yo crei
que era importante y accedi a mandarle fotos mias con contenido explici-
to. Luego me chantajed diciéndome que, si no le enviaba mas fotos, las
iba a difundir en internet.

Aunque este ejemplo es ilustrativo y no corresponde a un caso real, ayuda
a comprender como se manifiesta el problema. Este tipo de situacion se clasifica
como un caso de sextorsion y grooming. En el conjunto de datos del estudio se
han identificado 43 casos similares, lo que demuestra una correlacion significativa
entre groomingy sextorsion, y revela la estrecha relacion entre ambas categorias.

Un ejemplo de una correlacion baja puede ser: “Un individuo me pidié
amistad a través de una plataforma de juegos. Luego me persuadié para que le
enviara fotos. Luego me di cuenta de que mis imdgenes fueron compartidas en
un foro publico” De nuevo, este es un ejemplo ilustrativo disefiado para ayudar
a comprender el problema, no corresponde a un caso real. Este reporte se ca-
tegoriza bajo grooming y distribucion de fotos y videos; sin embargo, tales ins-
tancias son raras en nuestro conjunto de datos, con solo un caso reportado que
muestra esta correlacion.
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43

Clases con correlacion fuerte

Extorsion sexual

10

Clases con correlacion media

Clases con correlacion baja

Distribucion de
fotos y videos

Figura 8.3. Matriz de correlacion que ilustra las relaciones entre diferentes categorias
de los reportes

Nota: la celda verde destaca las correlaciones altas, por ejemplo, la que se da entre grooming y
sextorsion. Esto proporciona una mejor comprension de como se da el fenomeno, para la clasificacion
precisa de reportes.

Fuente: elaboracion propia.

La matriz de correlacion (figura 8.3), obtenida a partir de estos ejemplos,
ofrece perspectivas valiosas sobre las relaciones entre las distintas categorias
de los reportes. Una correlacion alta, como la que se observa entre groomingy
sextorsion, sugiere que la presencia de una categoria a menudo coincide con
la otra. Por el contrario, las categorias que muestran correlaciones bajas, como
grooming y distribucién de fotos y videos, tienen una menor probabilidad de
ocurrir juntas. Estas correlaciones se emplean como caracteristicas clave en
nuestro método, lo que nos permite identificar y explotar estas relaciones para
lograr una clasificacion precisa de los reportes.

Modelo

La figura 8.4 ilustra la arquitectura general del modelo. Las herramientas desa-
rrolladas utilizan una arquitectura basada en bidirectional encoder representations
from transformers (BERT), creada por Devlin et al. (2019), una tecnologia avanzada
de 14 para el NLP. Se selecciond BERT debido a su capacidad para capturar el con-
texto bidireccional de las palabras, pues considera tanto las anteriores como las
posteriores, lo que mejora la precision en tareas como andlisis de sentimientos,
clasificacion de texto y extraccion de informacion. Ademas, BERT ofrece mode-
los preentrenados en varios idiomas; en este caso, utilizamos un modelo multi-
lingiie entrenado con grandes corpus de datos no etiquetados, como Wikipedia
y libros. Esto le permite aprender representaciones lingiiisticas ricas y transfe-
rir ese conocimiento a tareas especificas, incluso con pocos datos etiquetados.
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BERT es una herramienta altamente versatil y aplicable a diferentes tipos
de datos, dada su capacidad de afinarse de forma sencilla para tareas particu-
lares. Al ser un modelo basado en transformadores, también permite capturar
relaciones de autoatencion, lo que mejora su capacidad para comprender la de-
pendencia entre diferentes partes del texto. Por altimo, la aplicaciéon bien do-
cumentada de BERT en bibliotecas como Hugging Face’s Transformers facilita
su integracion, lo que produce una implementacion eficiente y efectiva, aun en
proyectos con datos limitados.

Si bien la arquitectura de BERT utilizada en este modelo es similar a la ori-
ginal, las actualizaciones constantes de los modelos preentrenados, que incluyen
el uso de conjuntos de datos mas grandes y diversos, han mejorado significa-
tivamente su rendimiento. En particular, se usé el modelo BERT multilingiie,
cuya ultima actualizacidn fue en el 2023, optimizado para trabajar con multiples
lenguas, incluida el espafiol, lo que permitié mejorar la precisiéon y cobertura
en el procesamiento de nuestros datos.

Las entradas del modelo son reportes preprocesados, para eliminar cual-
quier dato personal sensible. A continuacion, el texto de los reportes se con-
vierte en pequenos fragmentos llamados tokens, lo que implica dividir el texto
en palabras o partes de palabras, y convertir esos fragmentos en numeros que
nuestro modelo puede entender. El componente principal de la herramienta es
el codificador BERT multilingiie, que toma los tokens y los analiza, con el objeti-
vo de entender el contexto y el significado de cada palabra en su entorno espe-
cifico. Es similar a un lector muy inteligente que capta el significado profundo
de las palabras, segtin como se usan en una oracion.

Una vez que el codificador BERT ha procesado los tokens, los resultados
pasan a través de varias capas de clasificacion que determinan a qué categoria
pertenece cada reporte, con base en diferentes dimensiones como el tipo de
delito, el grado de criminalidad y el dafio causado. De este modo, se clasifican
los reportes en categorias como grooming, sextorsion y ciberacoso, evaluamos
la severidad y la intencion del acto delictivo, y analizamos el impacto y el dafo
producido por el incidente denunciado. Por tltimo, se comparan las prediccio-
nes del modelo con las anotaciones de expertos en OCSEA para calcular las mé-
tricas de rendimiento, asegurando asi la precision y fiabilidad de la clasificacion.
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Aumento de datos

Dada la sensibilidad de los reportes, hubo limitaciones en la disponibilidad de
datos para su analisis. Para mitigar esta restriccién, empleamos la técnica
de aumento de datos, que se utiliza en el aprendizaje automatico yla 1a para in-
crementar la cantidad y la diversidad de datos disponibles para entrenar mode-
los, en especial cuando los datos originales son limitados. Esta técnica consiste en
generar nuevas muestras de datos alterando las existentes de manera controlada
y realista. La figura 8.5 muestra la metodologia de aumento de datos, en la
que se modifican los reportes originales eliminando palabras con probabilida-
des variables, lo que crea un conjunto de datos de entrenamiento aumentado
y diversificado (véase la figura 8.4). Para cada instancia de denuncia aumentada,
dividimos el reporte original en palabras y aplicamos una probabilidad aleato-
ria, con el fin de decidir si eliminar cada una. Las palabras restantes se combi-
nan para formar un nuevo ejemplo, lo que enriquece nuestra base de datos y
amplia la variedad de ejemplos disponibles para nuestro modelo.

Resultados para la herramienta 1

Enla tabla 8.1 se presentan los resultados obtenidos del primer modelo en la ta-
rea de clasificacion a través de cada dimension evaluada: asunto, grado de crimi-
nalidad y dafio. La métrica utilizada para evaluar el desempeno de los modelos
es la precision promedio, que mide la eficacia con la que nuestro modelo clasi-
fica segtin las anotaciones de los expertos. Una métrica de precision promedio
mas alta indica un mejor rendimiento del modelo en términos de clasificacion.

Antes de describir los resultados, es crucial considerar la probabilidad de
clasificar correctamente un ejemplo en todas las clases de manera aleatoria. A
medida que aumenta el nimero de clases, la probabilidad de éxito por azar dis-
minuye, lo que refleja la creciente complejidad de la tarea de clasificacion. Esta
disminucion subraya la dificultad inherente de lograr una alta precisiéon en un
escenario con multiples clases.

En la tabla 8.1 se muestran dos conjuntos de resultados: aquellos obtenidos
por un modelo basado en azar y los logrados por el modelo propuesto. Los re-
sultados del modelo basado en azar se presentan en la primera fila; estos reve-
lan bajas tasas de precision promedio en todas las dimensiones: asunto (0,39 %),
grado de criminalidad (3,125 %) y dafio (6,25 %). Estos valores son significativa-
mente bajos, como era de esperarse en un modelo que no utiliza informacién
adicional para la clasificacion. En contraste, nuestro modelo muestra un desem-
pefo superior en todas las dimensiones: asunto (38,6 %), grado de criminalidad
(41,7 %) y dafo (45,6 %). Estos resultados indican que nuestro modelo es capaz
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Tabla 8.1. Resultados de la tarea de clasificacion en cada dimension evaluada
Se muestra el porcentaje de precision promedio en cada caso.

Dimension Asunto Grado de criminalidad Dano
Azar 0,39 3125 6,25
N.uestro modelo 382 397 429
(sin aumento de datos)
Nuestro modelo 38,6 a7 456

(con aumento de datos)

Fuente: elaboracion propia.

de capturar y modelar de manera efectiva las caracteristicas subyacentes en los
datos de OCSEA, y supera significativamente la clasificacion aleatoria. Asi mis-
mo, demuestran que nuestro enfoque puede modelar los diversos comporta-
mientos observados en casos de 0CSEA de manera efectiva; ademas, destacan
la importancia de disponer de mas datos, ya que un mayor volumen de datos,
por lo general, conduce a un mejor rendimiento del modelo. Por lo tanto, la
adquisicion continua de datos adicionales es esencial para mejorar la precision
y efectividad de los modelos, lo cual es fundamental para tener un mayor im-
pacto en los esfuerzos de proteccion infantil.

Herramienta 2: prototipo de sistema de alertas: proposito,
desarrollo tecnico y resultados

Al igual que con la primera herramienta, el objetivo principal de este segundo
modelo era categorizar de manera efectiva las conversaciones entre agresores
relacionadas con 0CcsEA encontradas en la deep web; sin embargo, a diferencia
del primer modelo, este no tenia como proposito principal clasificar las conver-
saciones para redirigirlas a las autoridades. En su lugar, se trataba de un ejer-
cicio de andlisis riguroso de un tipo de informacién que, debido a la dificultad
de acceso a los datos y a su naturaleza nociva y traumdtica, ha sido poco estu-
diado hasta ahora.

En cada caso, se analiz el tema de la conversacidn, el tipo de agresor se-
gun su nivel de experiencia y las distorsiones cognitivas que mostraba en sus
interacciones. Estas categorias permitieron clasificar las conversaciones y com-
prender la intencién de cada uno de ellos. Como resultado, se desarroll6 un
prototipo de sistema de alerta que podria ser de gran utilidad para las autori-
dades de justicia y proteccion infantil.
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Correlaciones

Para lograr una clasificacion precisa, el modelo emplea una variedad de carac-
teristicas disenadas especificamente para este proposito, considerando las co-
rrelaciones observadas entre las diferentes categorias de contenido presentes
en dichas conversaciones. Estas correlaciones miden la frecuencia con que dos
categorias de contenido aparecen juntas, lo que contribuye a identificar patro-
nes y mejorar la precision de la clasificacion. Una alta correlacion puede ser
aprovechada por el modelo para mejorar la categorizacion, mientras que una
baja correlacion proporciona diferentes matices que el modelo debe considerar.

Modelo

La arquitectura general de este modelo, al igual que la del primero, se basa en
BERT (Devlin et al., 2019), una tecnologia avanzada para el NLp, en su tltima ac-
tualizacion del 2023. En este caso, en lugar de analizar reportes, la nueva herra-
mienta se centrd en examinar conversaciones. El texto fue convertido en tokens,
los cuales, a través de codigos numeéricos, sirvieron para entrenar el modelo. El
codificador BERT multilingiie procesa estos tokens y analiza el contexto y el sig-
nificado de cada palabra dentro de su entorno, de manera similar a un analista
que comprende a fondo una conversacion e interpreta su significado.

Una vez que se procesan los fokens, los resultados pasan por sistemas de
clasificacion que determinan a qué categoria pertenece cada conversacion, con
base en criterios como el contexto, el tipo de agresor, su nivel de experiencia y
las distorsiones cognitivas detectadas. Esto permite clasificar las conversacio-
nes en categorias relevantes, evaluar la severidad e intencion de las acciones
y analizar su impacto. Por ultimo, se compararon las predicciones del modelo y
las anotaciones de expertos en OCSEA, con el objetivo de garantizar la precision
y fiabilidad de la clasificacion.

Resultados para la herramienta 2

Los resultados de esta herramienta muestran la capacidad predictiva del mode-
lo de lenguaje para identificar cada una de las dimensiones propuestas para el
analisis de estas conversaciones. En particular, la dimension que estudia el tipo
de agresor presenta el mejor desempefio promedio relativo al azar, lo que indi-
ca que las conversaciones contienen informacion relevante que revela caracte-
risticas importantes de los agresores. Esta dimension categoriza a los agresores
como expertos (0 no) y evalua si el tono es cinico, y si su enfoque es afectivo o
sexual. De estas categorias, el modelo identifica con mayor confianza y precisién
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las conversaciones que indican si el agresor es experto o no. Este analisis es in-
teresante, porque permite identificar a los agresores que estan compartiendo su
conocimiento para entrenar a otros, lo cual es crucial para las intervenciones
preventivas y la implementacion de medidas de seguridad (tabla 8.2).

Tabla 8.2. Resultados de la tarea de clasificacion en cada dimension evaluada:
asunto, tipo de agresory distorsiones
Se muestra el porcentaje de precision promedio en cada caso.

Dimension Asunto Contexto Tipo de agresor Distorsiones
Azar 0,09 12,5 6,25 12,5
Nuestro método 343 477 41 34,6

Fuente: elaboracion propia.

Por su parte, como se observa en la tabla 8.2, la dimensién de distorsio-
nes es la que menor desempefio promedio presenta, pues es la que tiene me-
nor cantidad de ejemplos. Esta observacion subraya la importancia crucial de
contar con datos anotados de calidad para llevar a cabo este estudio de manera
exitosa; sin una cantidad suficiente de ejemplos bien anotados, es dificil para
los modelos de NLP aprender y generalizar correctamente sobre las distintas
dimensiones analizadas. Ademas, es esencial tener personas entrenadas en el
proceso de anotacion, ya que la precision y la consistencia de estas anotaciones
impactan de forma directa en la eficacia del modelo. Anotadores capacitados
pueden identificar y categorizar con precision las caracteristicas complejas de
las conversaciones, lo que asegura que la base de datos utilizada para entrenar
los modelos de NLP sea robusta y fiable. Este nivel de detalle y exactitud es fun-
damental para desarrollar herramientas predictivas que no solo clasifiquen los
datos de forma correcta, sino que también ofrezcan analisis valiosos para la
identificacion y prevencion de comportamientos delictivos en linea.

Discusion

El desarrollo de los dos modelos de 1a presentados en este estudio representa
un avance significativo en la detecciéon y el andlisis de situaciones relacionadas
con ocSEA. El primer modelo, centrado en los reportes recibidos por la linea
Te Protejo, permitié no solo una categorizaciéon mas eficiente y precisa de los
reportes, sino también una disminucién en la exposicién directa de los analis-
tas a contenido altamente perturbador. Esto marca un hito importante en el uso
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dela1a como una herramienta complementaria para proteger la salud mental de
los profesionales involucrados en la prevencion y respuesta a delitos de 0CSEA.

El segundo modelo, orientado al andlisis de conversaciones en la deep web,
contribuye de manera novedosa al entendimiento del discurso entre agresores,
una dimension del ocsea que ha sido histdricamente poco estudiada, debido
a las dificultades para acceder a este tipo de datos. La capacidad de identificar
patrones recurrentes, distorsiones cognitivas y tipologias de agresores dentro
de estos foros ofrece un potencial invaluable para el disefio de intervenciones
preventivas y medidas legales mas efectivas; sin embargo, la implementacion
de este tipo de herramientas enfrenta varios retos, entre ellos la limitacion de
datos disponibles y la necesidad de mejorar los sistemas de anotacién para au-
mentar la precision de los modelos.

Algunas reflexiones sobre la inteligencia artificial y el OCSEA
Alrededor del mundo, existen numerosas lineas de reporte (hotlines) que for-
man parte de INHOPE. Estas actian como canales directos para que los ciuda-
danos puedan reportar de manera andénima y segura contenidos relacionados,
principalmente, con csaM. Su funcioén es notificar a los proveedores de servicios
de internet, con el fin de asegurar la rdpida eliminacion de contenidos ilegales
y, ademas, denunciar los casos ante las autoridades, garantizando la proteccién y
justicia para nifas, niflos y adolescentes. Por lo general, estas lineas de repor-
te estan conformadas por analistas que evaltan la ilegalidad del contenido de
acuerdo con las directrices y la legislacion internacional establecidas por la Or-
ganizacion Internacional de Policia Criminal (Interpol), ademas de cumplir con
la normativa especifica de cada pais.

Las lineas de reporte pueden estar a cargo de instituciones gubernamenta-
les, organizaciones sin fines de lucro, departamentos de policia o asociaciones de
proveedores de servicios de internet. En Colombia, Te Protejo es la linea nacional
de reporte gestionada por Red PaPaz, la cual permite a los ciudadanos informar
sobre cualquier situacion que ponga en riesgo o vulnere los derechos de nifas,
nifios y adolescentes. Esta plataforma, completamente digital, esta disponible
a través de su pagina web y en una aplicaciéon moévil. Aunque Te Protejo cuenta
con un sistema propio para procesar reportes, apoyado por protocolos y rutas
de atencion que garantizan una gestion adecuada de los casos, el alto volumen de
informacion, la necesidad de proteger a sus analistas y los recursos limitados
reducen su capacidad de respuesta.

Por esta razén, el desarrollo de una herramienta como el clasificador su-
pone un avance significativo para esta linea. Por un lado, permite una mayor
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objetividad y especializacion en el analisis de los casos, ya que minimiza los
sesgos cognitivos que podrian influir en la evaluacién de los reportes. Esto ga-
rantiza que todos los casos sean tratados de manera justa y basada en criterios
objetivos, lo cual es esencial para la proteccion de los derechos de las victimas.
Ademas, los clasificadores mejoran la capacidad de priorizacion de las lineas
de reporte, lo que posibilita identificar los casos con mayor riesgo y urgencia
para dar una respuesta mas rapida y adecuada, conforme a los protocolos de
las autoridades.

Otra ventaja clave es la reduccion significativa en los tiempos de exposi-
cion a contenido violento por parte de los analistas. Al automatizar el proceso
de clasificacion y analisis preliminar, la herramienta ayuda a disminuir la carga
emocional y el tiempo que los analistas de Te Protejo deben dedicar a la revi-
sion de reportes relacionados con ciberacoso y violencia sexual.

En el mundo, en especial en Latinoamérica, lineas de reporte como Te Pro-
tejo desempenan un papel fundamental en la lucha contra la violencia sexual en
entornos digitales, al asegurar que nifias, niflos y adolescentes tengan un medio
seguro y anénimo para reportar contenidos ilegales. Estas iniciativas no solo fa-
cilitan la eliminacion rédpida de dicho contenido de internet, sino que también
garantizan que los reportes sean gestionados de manera efectiva y oportuna por
las autoridades nacionales e internacionales.

Ahora, sin duda, uno de los aspectos mas inexplorados en la prevencion y
manejo del 0CcsEa es el comportamiento de los agresores. Por esta razoén, la in-
formacion contenida en los foros de la red profunda que fueron analizados en
este estudio se convierte en una herramienta clave para comprender y comba-
tir este delito. El prototipo del sistema de alerta desarrollado arrojo resultados
muy prometedores. A pesar de contar con una cantidad limitada de datos, lo-
gro identificar patrones y caracteristicas comunes entre los agresores que abu-
san de nifas, nifos y adolescentes en Colombia.

Esta informacidn es crucial para las autoridades en Latinoamérica, ya que
proporciona una vision mas completa sobre como se desarrolla el delito en di-
ferentes paises de habla hispana y ofrece insumos valiosos para disefiar politi-
cas publicas orientadas a la prevencion. Al entender mejor las intenciones y los
comportamientos de los agresores, se pueden formular estrategias mas efectivas
para prevenir el OcSEA desde su raiz.

Otra de las grandes contribuciones hechas por este ejercicio de investi-
gacion fue la creacion de un marco metodoldgico avanzado para el analisis de
datos relacionados con el ocsea en el contexto latinoamericano, y especifica-
mente en espafol. Este proyecto demuestra la viabilidad y eficacia de utilizar
sistemas de anotacion e 1a que den cuenta de como se presenta el fenémeno en
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paises de habla hispana. También hace eco a la importancia de crear procesos
especificos que mejoren la precision y eficiencia en el andlisis de datos com-
plejos y sensibles.

El desarrollo de herramientas basadas en 1A para clasificar y analizar re-
portes también abre nuevas vias para la investigacion. Los académicos pueden
utilizar estos sistemas para desarrollar nuevos estudios y generar modelos pre-
dictivos mas sofisticados. Asimismo, estos avances contribuyen a acelerar la
creacion de mejores sistemas de respuesta para la proteccion de nifias, niflos y
adolescentes en contextos como el latinoamericano. Ademas, presenta resulta-
dos promisorios para optimizar los recursos técnicos y humanos disponibles.

Al crear modelos de 1a capaces de detectar y analizar casos de ocsEa de ma-
nera mas precisa y rapida, la capacidad de las familias y comunidades para identifi-
car y responder a situaciones de riesgo también puede mejorar significativamente.
Estas herramientas permiten avanzar en el desarrollo de sistemas de alerta tem-
prana de base tecnoldgica para problemas sociales; en el contexto especifico de
OCSEA, esto podria prevenir que los riesgos se conviertan en delitos consumados.

El conocimiento y las herramientas generadas mediante este proyecto pue-
den utilizarse para disefiar e implementar estrategias preventivas y programas
educativos dirigidos a madres, padres, educadores y lideres comunitarios. Es
posible enfocar estas iniciativas para ensenar a las familias a identificar sefiales
de riesgo y actuar de manera efectiva ante posibles casos de OCSEA. A través de
la colaboracién con organizaciones locales, escuelas y otras entidades comuni-
tarias, es posible difundir esta informacion para fortalecer la capacidad de las
comunidades en la proteccion de la nifez.

Por ultimo, el proyecto priorizé la importancia de proteger a los investi-
gadores y analistas de la exposicion directa a contenido sensible, al establecer
protocolos y sistemas que aseguran su bienestar psicoldgico y emocional. Este
enfoque integral no solo mejora la calidad del analisis de datos, sino que tam-
bién garantiza que quienes trabajamos en la proteccion en linea de nifias, nifios
y adolescentes podamos hacerlo de manera segura y sostenible.

Limitaciones

Pese a los avances significativos logrados con los nuevos sistemas de anotacién
desarrollados para el proyecto, existen limitaciones que vale la pena mencio-
nar. Una de las principales dificultades radica en la complejidad inherente del
fendmeno de la ocsga. El hecho de que los casos reflejen una variedad de ries-
gos y caracteristicas que se superponen hace que la clasificaciéon en multiples
categorias llegue a resultar ambigua. Aunque el nuevo sistema permite clasificar
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los casos en mas de una categoria, es importante seguir trabajando en clasifica-
ciones que permitan reflejar la complejidad del fenémeno y la naturaleza cam-
biante de los datos disponibles.

Otro desafio significativo es la precision de las categorias de anotacion.
Por ejemplo, las categorizaciones en Atlas incluyen contextos variados y temas
generales de conversacion, y esa amplitud puede llevar a dificultades en la dis-
criminacién precisa entre categorias y, asi, afectar la capacidad de la 1A para
aprender patrones especificos y aplicar el conocimiento de manera efectiva. Por
esto, result6 de gran importancia incluir la retroalimentacion e iteracion para
los casos fallidos del modelo de NLP. Esta retroalimentacion no solo le permite
al equipo de desarrollo elaborar estrategias para que el modelo aprenda mejor,
sino que contribuye a afinar las definiciones y categorias de analisis.

Por otra parte, la tipologia de agresores y las distorsiones cognitivas pro-
puestas por los expertos son conceptos altamente especializados y en evolucion.
La clasificacion de los participantes en la base de datos Atlas, basada en estas
tipologias y distorsiones cognitivas, puede presentar limitaciones causadas por
la subjetividad en la interpretacion y por la posible evolucion de las tacticas de
agresion reflejadas en el conjunto de datos. En este sentido, sera fundamental
garantizar la actualizacién permanente de las categorias y enfoques, para man-
tenerse al dia con las tendencias emergentes y los ultimos hallazgos en la inves-
tigacion del fenémeno de OCSEA.

Vale la pena aclarar que la implementacion de este sistema de anotacion
también depende en gran medida de la experiencia y precision de los analistas
encargados de categorizar los datos. Aunque incluir a analistas expertos me-
joro la calidad de la informacion, la intervencién humana introduce un riesgo
de sesgo y variabilidad en la anotacion, lo cual afecta la consistencia y la fiabi-
lidad de los datos.

Por otra parte, a pesar de que la proteccion de los investigadores frente a
la exposicion directa a los datos sensibles es fundamental, también podria li-
mitar la comprension profunda y detallada del contenido por parte del equi-
po. Esta separacion puede hacer que algunos matices y contextos importantes
sean pasados por alto, lo que afecta la calidad de la interpretacion y el analisis
realizado por la 1a. Dado lo anterior, en fases futuras de esta investigacion se
buscara involucrar a mas analistas en diferentes contextos de América Latina,
con el objetivo de balancear el sesgo y ampliar la perspectiva sobre el fenéme-
no y su complejidad.

Por ultimo, es importante senalar que, aunque las correlaciones observadas
en ambos modelos ayudan a mejorar la capacidad predictiva de las herramien-
tas, la disponibilidad y la calidad de los datos sigue siendo un factor limitante.
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En especial en América Latina, donde el acceso a tecnologias y recursos es res-
tringido, las herramientas de 1A deben contemplarse como una oportunidad
para compensar algunas de estas carencias, pero no como una solucién com-
pleta. La colaboracion continua entre expertos en la tematica y cientificos de
datos es crucial para afinar estos modelos y maximizar su impacto en contex-
tos locales especificos.

Conclusiones

Este estudio pone de manifiesto el potencial de la 1A para abordar desafios com-
plejos en la lucha contra el 0CsEa, en particular en entornos de datos sensibles y
de dificil acceso como la deep web. Los resultados de ambos modelos muestran
que la 1A no solo puede facilitar la clasificacion y analisis de incidentes de abuso,
sino también reducir el impacto psicologico sobre los profesionales que traba-
jan directamente con estos casos; sin embargo, el éxito de estas herramientas
depende de varios factores, entre ellos la cantidad y calidad de los datos dispo-
nibles, y de un sistema de anotacién bien estructurado y alineado con las par-
ticularidades del fendmeno en contextos latinoamericanos.

La colaboracién interdisciplinaria se destaca como un elemento clave para
mejorar la precision de los modelos y disefiar sistemas mas robustos que se
adapten a las dinamicas locales. Los proximos pasos deben enfocarse en la am-
pliacion de las bases de datos, el perfeccionamiento de los modelos de lenguaje
y la implementacion de estas herramientas en entornos operativos reales. Asi-
mismo, es esencial que las autoridades y las organizaciones locales compren-
dan y adopten estas tecnologias como parte de una estrategia mas amplia de
prevencion y lucha contra el 0CSEA.

El uso de 14 ofrece una promesa significativa para fortalecer la proteccién
de los derechos de nifas, nifios y adolescentes frente a la explotacion sexual en
linea, en especial en regiones como América Latina, donde los recursos son li-
mitados. Este estudio sienta las bases para el desarrollo de futuras aplicaciones
de 1A orientadas a combatir estos delitos de manera ética, eficiente y segura.
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Introduccion

Entidades publicas nacionales y subnacionales de casi toda América Latina y
el Caribe estan adquiriendo, desarrollando y utilizando sistemas de inteligen-
cia artificial (1) (Gémez Mont et al., 2020; Gutiérrez et al., 2023; Mufioz-Ca-
dena et al. 2025; Organizacién para la Cooperacion y el Desarrollo Econémico
[0ECD] y Banco de Desarrollo de América Latina y el Caribe [CAF], 2022). Es-
tos sistemas tienen dos caracteristicas comunes pertinentes para el apoyo de
las funciones estatales: (1) son sistemas computacionales que operan con cierto
grado de autonomia y (2) pueden contribuir a automatizar parte de los pro-
cesos de toma de decisiones o apoyar dichos procesos al generar informacién
para quienes hacen politicas publicas'.

El uso adecuado de estos sistemas permitiria desarrollar los objetivos de la
administracion publica y facilitar las actividades de todo el ciclo de las politicas
publicas. Sin embargo, como se explica mas adelante, la aplicacion de estos sis-
temas por parte de las entidades publicas también puede generar diversos ries-
gos, incluida la violacion de los derechos humanos (Gutiérrez y Florez, 2023;
Gutiérrez y Mufioz-Cadena, 2023a).

Por lo tanto, no se puede dar por sentado que la adopcion de estos sistemas
vaya a favorecer a sus usuarios, a los beneficiarios finales previstos o a la pobla-
cién en general. Tampoco se puede asumir que los beneficios seran similares para

1 Para una discusion sobre qué significa “sistema de 1a” y las implicaciones de dicha defini-
cién respecto de la gestion y las politicas publicas, véase Gutiérrez (2024e).
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diferentes personas o grupos de personas; de hecho, algunas investigaciones han
demostrado como ciertos sistemas pueden perpetuar o amplificar los prejuicios
sobre una poblacién especifica. En los Paises Bajos, por ejemplo, un sistema cuyo
objetivo era la deteccion precoz del fraude en las prestaciones se convirtié en una
herramienta para discriminar a las personas vulnerables (Peeters y Widlak, 2023).

Los potenciales impactos positivos derivados de estos sistemas dependen
de distintas variables, como el tipo de tecnologia que se utiliza, como se desa-
rroll6 (tanto el modelo como los datos), cdmo se implementa el sistema, la ca-
pacidad institucional de la entidad que la adopto, el contexto socioeconémico y
cultural en el que se despliega, entre otras. Para una mejor comprension de los
impactos de los sistemas de 14, este capitulo ilustra como distintos sistemas de
1A adoptados por diferentes entidades publicas en América Latina y el Caribe
podrian contribuir con la consecucion de diversos fines estatales.

La literatura sobre la aplicacion de herramientas de 14 en el sector publico
es incipiente. Por ejemplo, Tangi et al. (2024a) sostienen que una agenda de
investigacion sobre el uso de los sistemas de 1A en las instituciones publicas
deberia explorar casos de uso de forma estructurada, para enriquecer nuestra
comprension del proceso de adopcion de estas herramientas y la transformacioén
de las entidades. Ademas, estudios recientes han tratado de identificar como
la adopcién de diversas innovaciones tecnolégicas, como la 14, puede contri-
buir o no a la consecucién de los objetivos gubernamentales, por ejemplo, en
el marco del ciclo de las politicas publicas (Hochtl et al., 2016; Pencheva et al.,
2020; Valle-Cruz et al., 2020). Sin embargo, la mayor parte de la literatura se
centra en los sistemas de 1A implementados en el sector publico de los paises
del norte global.

Estudiar como se estan adoptando y aplicando los sistemas de 1a en los paises
del sur global es esencial, entre otras cosas, porque, como Arun (2020) ha sefia-
lado, los contextos particulares y diversos de estos paises entrafian ciertos riesgos
menos probables en sus homologos del norte. Algunas de las preocupaciones
mencionadas por esta autora son: (1) los sistemas disefiados para los paises del
norte global podrian importarse sin tener en cuenta los contextos particulares y
diversos en los que se implementaran, por ejemplo, paises en los que la cobertura
de la red de internet es insuficiente o, incluso, hay cortes de electricidad; (2) el
riesgo de que se introduzcan sistemas que utilicen “el reconocimiento facial, los
drones y otras formas de vigilancia para oprimir a las poblaciones vulnerables”
(p-592); y (3) la inexistencia de leyes o reglamentos que protejan los datos y los
derechos de los ciudadanos.

Este capitulo contribuye a la literatura al examinar cémo los sistemas de 1a
son adoptados por entidades publicas de América Latina y el Caribe. Con tal
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fin, en el marco del proyecto Sistemas de Algoritmos Publicos de la Escuela
de Gobierno, de la Universidad de los Andes, construimos una nueva base de
datos que documenta 735 sistemas de 1a piloteados o desplegados en el sector
publico de 25 paises de la region, Puerto Rico y la Organizacion de los Estados
Americanos’.

Ademas, el capitulo estudia como las herramientas de 1A se integran en
actividades asociadas a las principales etapas del ciclo de las politicas publicas:
agendamiento, formulacion, implementacion y evaluacion. Para cada etapa del
ciclo de las politicas publicas, mostramos diferentes tipos de tecnologias y téc-
nicas y describimos cémo se utilizan los sistemas de 1A para apoyar diferentes
funciones y sectores gubernamentales. En relacion con cada sistema de 14 iden-
tificado, informamos su nombre, la entidad publica que lo adopto, sus objetivos,
como funciona (incluido el tipo de datos que utiliza) y quiénes son sus benefi-
ciarios previstos. Es importante advertir que en nuestra clasificacion de los sis-
temas como herramientas que contribuyen a las etapas del ciclo de las politicas
publicas es posible que un sistema aporte a mas de una de las etapas del ciclo.

La siguiente seccion ofrece un breve repaso del marco tedrico de los siste-
mas de 14, los retos de su adopcion en el sector publico y el ciclo de las politicas
publicas; finaliza con una exposicion de la metodologia empleada en nuestra
investigacion, tanto para la construccién de la nueva base de datos de sistemas
de 1A del sector publico de América Latina y el Caribe como para los casos de
estudio que abordamos (dieciséis herramientas de 1a). Luego, en la siguiente
seccion presentamos estadisticas descriptivas sobre los sistemas de 1A mapea-
dos en nuestra nueva base de datos. Posteriormente, se aborda cada una de las
etapas del ciclo de las politicas publicas con los respectivos ejemplos de los sis-
temas de 1a. Por ultimo, el capitulo cierra con observaciones sobre las impli-
caciones politicas que pueden derivarse de este estudio y una reflexion sobre
futuras vias de investigacion.

2 Sistemas de Algoritmos Publicos es un proyecto académico interdisciplinario de la Escue-
la de Gobierno de la Universidad de los Andes. Este contribuye al conocimiento sobre los
sistemas algoritmicos del sector ptblico de América Latina y el Caribe, asi como a la go-
bernanza de estas herramientas en nuestra regiéon. Para mas informacion sobre el proyecto,
véase su portal web: https://algoritmos.uniandes.edu.co/
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Marco conceptual, revision de literatura y metodologia

Sistemas de inteligencia artificial en el sector pablico

No hay consenso sobre una definicién tnica de 1a, por una parte, porque va-
rian y se adaptan a medida que evolucionan los avances y las aplicaciones en
este campo y, por otra, porque el significado del término inteligencia también
es controvertido (Crawford, 2021; Mitchell, 2019; Russell y Norvig, 2004; Wirtz
y Miiller, 2019). En este capitulo, entendemos un sistema de 1A como sistemas
computacionales

disenados por humanos que, dado un objetivo complejo, actuan en la di-
mension fisica o digital percibiendo su entorno mediante la adquisicion
de datos, interpretando los datos recogidos, estructurados o no, razo-
nando sobre el conocimiento, o procesando la informacion, derivada de
estos datos y decidiendo la(s) mejor(es) accion(es) a tomar para alcan-
zar el objetivo dado. (High-Level Expert Group on Artificial Intelligence
[AIHLEG], 2020, p. 24)

Ademas, los sistemas de 1a pueden diferenciarse por las técnicas y tecno-
logias utilizadas para desarrollarlos, como el aprendizaje automatico, el apren-
dizaje profundo, las redes neuronales, el procesamiento de lenguaje natural, los
sistemas expertos basados en reglas, la automatizacion robética de procesos y
los robots (Benbya et al., 2020)3.

La adopcion de sistemas de 1A y otras tecnologias algoritmicas en el sector
publico se esta extendiendo por todo el mundo (Ada Lovelace Institute et al.,
2021; Global Partnership on Artificial Intelligence [GPa1], 2024; Mufioz-Cadena
et al., 2025; Zuiderwijk et al., 2021). Aun asi, la bibliografia sobre la relacién
entre la 1A y las politicas publicas es escasa (Misuraca et al., 2020; Valle-Cruz
et al., 2020). En general, aunque el entusiasmo generado por la introduccién
de nuevas tecnologias en el sector publico podria ayudar a llevar a cabo pro-
cesos especificos de forma mas eficiente y eficaz, mejorar la prestacion de ser-
vicios e incluso aumentar la confianza en el Gobierno, también es cierto que
la academia ha reconocido ciertos retos y problemas que han surgido de estas
implementaciones (Chenou y Rodriguez Valenzuela, 2021; Gutiérrez, 2020;
Misuraca et al., 2020).

3 Como Benbya et al. (2020) explican, la 1A también pueden clasificarse en funcion del tipo
de inteligencia que despliegan (estrecha, general y superinteligencia) o en funcién de la
funcién que desempenan (conversacional, biométrica, algoritmica y robética).
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Para que el despliegue de las herramientas contribuya con los objetivos
perseguidos por las entidades publicas, es preciso que estas sean idoneas (que
su funcionalidad sea compatible con el fin deseado), que funcionen suficien-
temente bien para todos los beneficiarios esperados (de lo contrario podria
incrementar desigualdades sociales) y que los nuevos sistemas que han sido
piloteados en ambientes controlados puedan escalarse con éxito en contextos
reales (Parker y Davies, 2024).

Por otra parte, como mencionan Valle-Cruz et al. (2020), lo retos de la
inclusion de herramientas de 14 en los procesos de politicas publicas “estan
relacionados con cuestiones legales y morales, principios éticos, legitimidad,
transparencia, sustitucion de mano de obra a través de la automatizacion inteli-
gente, predicciones y toma de decisiones” (p. 4). Por ejemplo, es posible que los
algoritmos exacerben la desigualdad social, aumenten la discriminacién contra
determinados grupos de poblaciéon y muestren informacion sesgada. Mas con-
cretamente, la toma de decisiones con apoyo de herramientas de 1a entrenadas
a partir de bases de datos desbalanceadas puede generar discriminacion siste-
matica en contra de personas por razones de género, raza, origen étnico o con-
dicién socioecondémica (Oficina del Alto Comisionado de las Naciones Unidas
para los Derechos Humanos [OHCHR], 2023; Slattery et al., 2024).

El uso de sistemas de 14 entrenados con datos personales y que operan con
ellos, por ejemplo, genera el riesgo de un acceso no autorizado por terceros, si
los Gobiernos no disponen de las salvaguardas necesarias para la seguridad de la
informacion. De hecho, el despliegue de una herramienta con deficiencias de
ciberseguridad puede dar lugar a una violaciéon masiva de los derechos funda-
mentales, como el derecho ala privacidad y el derecho a la proteccion de los datos
personales (Bundesamt fiir Sicherheit in der Informationstechnik [Bs1], 2024).

Ademas, el uso de herramientas de 1o que funcionan con un alto grado
de opacidad en el contexto de investigaciones administrativas o judiciales con
apoyo de herramientas podria vulnerar los derechos de defensa y debido proce-
so del investigado (Gutiérrez, 2020, 2024a; Organizacion de las Naciones Uni-
das para la Educacion, la Ciencia y la Cultura [Unesco], 2023). Por ejemplo, en
un estudio sobre como es posible que la automatizacion erosione el derecho al
debido proceso en los Estados Unidos, Citron (2008) argumenta que algunos
sistemas de toma automatizada de decisiones en la administracion publica “ad-
judican en secreto, mientras que otros carecen de registros de auditoria, lo que
imposibilita la revision de la ley y los hechos en los que se basan las decisiones
del sistema” (p. 1253).

Por ultimo, Calo y Citron (2021) también cuestionan la legitimidad de auto-
matizar procesos de decision por parte de agencias administrativas, en tanto ello
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equivale a abdicar la aplicacion de la experiencia de los tomadores de decision
y la posibilidad de que estos ejerzan sus funciones discrecionalmente, dos de
los fundamentos que justifican la existencia de este tipo de organizaciones es-
tatales; asi mismo, que los litigios en los Estados Unidos “en diversos contextos
administrativos ha revelado un patrén comun: las agencias no comprenden ni
pueden controlar las maquinas en las que han delegado su autoridad” (p. 818).

El ciclo de la politica publica y los sistemas

de inteligencia artificial

La idea del ciclo de las politicas publicas sirve para simplificar y desglosar la
politica publica, mediante un modelo que incluye una serie de etapas o pasos
que facilitan su andlisis y comprension. Dicho andlisis también se conoce como
enfoque de libro de texto (Nakamura, 1987), porque el ciclo de las politicas pu-
blicas se utiliza como herramienta para la ensefianza de la materia.

Una de las ventajas de utilizar el ciclo es que “el modelo es lo suficiente-
mente general como para permitir su utilizacion para cualquier politica” (Roth
Deubel, 2002, p. 49). En esta linea, Pencheva et al. (2020) sostienen que utilizar
el ciclo de las politicas publicas como “modelo analitico” para explorar el papel
de las tecnologias emergentes en el sector publico es ttil, porque ofrece “una
plantilla basica” para orientar y enmarcar los debates sobre un tema que no se
ha explorado lo suficiente.

Este modelo tiene sus criticas; entre las mds recurrentes se encuentran:
(1) el modelo puede generar la idea de que los procesos de las politicas publi-
cas son rigidos y lineales; (2) no proporciona informacion sobre el tiempo o
los requisitos que son necesarios para llevar a cabo las actividades asociadas a
cada etapa; (3) no ofrece perspectivas sobre otros procesos que pueden afectar-
la, como el ciclo electoral; y (4) se acerca mas a un enfoque politico de arriba
hacia abajo en la formulacion de politicas (Gutiérrez et al., 2024; Hupe y Hill,
2015; Torres-Melo y Santander, 2013).

A pesar de las criticas al ciclo de las politicas publicas, este modelo es utili-
zado y ensenado, ya que permite “simplifica[r] las politicas publicas de una ma-
nera que resulta practica para su estudio” (Torres-Melo y Santander, 2013, p. 67).
Aunque existen diferentes modelos del ciclo de las politicas publicas, este capi-
tulo se referira a una version sintetizada en cuatro etapas: agendamiento, for-
mulacién, implementacién y evaluacion.

La primera etapa del ciclo de las politicas publicas es la fijacion de la agen-
da gubernamental o institucional, que consiste en el proceso de determinar qué
problema o problemas publicos captan la atencién del Gobierno (Gutiérrez
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et al., 2024). Las herramientas tecnologicas pueden generar insumos o informa-
cién para los Gobiernos sobre un tema y ayudarles a decidir si debe entrar en la
agenda institucional. Uno de los usos de los sistemas de 14 en el sector publico
es asistir a los funcionarios publicos para identificar de forma mas oportuna y
rapida qué tipo de cuestiones preocupan a los ciudadanos e incluso qué tipo de
soluciones son mejor percibidas por la poblacién (Pencheva et al., 2020; Valle-
Cruz et al., 2020; van Noordt y Misuraca, 2022). Por otro lado, esta informa-
cion podria contribuir a anticipar el surgimiento de problemas a medio y largo
plazo, mediante la recopilacion de datos y el seguimiento de diversas variables
(socioecondémicas, medioambientales, entre otras).

En la etapa de formulacion, los hacedores de politica publica establecen
objetivos y disefian un curso o plan de accién basado en el diagnéstico de un
problema. Esto requiere, idealmente, emprender actividades que apunten a
(1) estructurar el problema, (2) disenar alternativas de politica publica y
(3) priorizar las alternativas politicas y planificar (Torres-Melo y Santander,
2013). En esta fase del ciclo es posible que participen distintas partes interesa-
das, estatales y no estatales, que intentaran promover sus soluciones a los pro-
blemas publicos (Howlett y Cashore, 2014).

Los sistemas de 1A pueden adoptarse en esta fase del ciclo para estructurar
el problema ptblico, disefar alternativas y priorizar las intervenciones. La infor-
macion obtenida a través de estos sistemas ayuda a legitimar una intervencion
determinada o decidir qué intervencion, entre varias opciones, es la mas popu-
lar entre los ciudadanos (Hochtl et al., 2016). Sin embargo, uno de los riesgos es
que la informacidn, obtenida a través de un sistema de 14 que sirve de punto de
referencia para formular un problema de politica ptblica, pueda estar sesgada o
ser inexacta y, por tanto, conduzca a una interpretacion errénea del problema.

La etapa de implementacion implica traducir el curso de accion, definido
en la etapa de formulacién, en pasos concretos y en la utilizacion de instrumen-
tos de politica publica como la ejecucion de programas sociales o proyectos de
inversion publica (Gutiérrez et al., 2024). En esta etapa, es posible utilizar los
sistemas de 1A para apoyar diferentes actividades, como la supervision de la apli-
cacion mediante la obtencion y el procesamiento de informacion en tiempo real
y la mejora de la capacidad de las entidades publicas para detectar patrones y
anomalias. Ademas, los sistemas de 1A también permiten a las entidades publicas
realizar tareas o llegar a lugares a los que en otras circunstancias no podrian, asi
como reducir los costos de ejecucién de estas labores (Valle-Cruz et al., 2020).

Idealmente, la ultima etapa del ciclo de la politica publica es la evaluacion
de los efectos o impactos de las intervenciones. Para evaluar una politica publi-
ca, es necesario analizar si se lograron los objetivos, dado un problema ptblico
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que se identific6 en la primera etapa (agendamiento) y para el que se formul6 un
curso de accion (segunda etapa) que ya se implemento (tercera etapa) (Gutiérrez
et al., 2024; Knill y Tosun, 2011). Ademas, la evaluacién de las politicas publicas
proporciona una retroalimentacion para futuros cambios en la politica publica
y puede ser un mecanismo que promueva la rendiciéon de cuentas del Gobier-
no (Arellano Gault y Blanco, 2020). A través de herramientas de 1A es posible
ayudar a identificar patrones y cambios, por ejemplo, en los espacios publicos,
que permitan determinar el impacto potencial de una intervencién politica.

Sin embargo, la evaluacion de politicas no se circunscribe a la identifica-
cion de sus efectos o impactos, sino que también abarca la valoracion de las
actividades, procesos, productos y resultados de la politica implementada (Gu-
tiérrez y Muioz-Cadena, 2023b). Por lo tanto, para la evaluaciéon de politicas se
requiere recopilar informacion significativa, idealmente antes, durante y des-
pués de la intervencion. En este sentido, una de las principales funciones de los
sistemas de 1A es ayudar a supervisar como progresa una politica, lo que facili-
ta las primeras evaluaciones de sus logros (Valle-Cruz et al., 2020; van Noordt
y Misuraca, 2022).

La bibliografia sobre la relacion entre la 1a y el ciclo de las politicas publicas
es incipiente. Sin embargo, algunos articulos recientes han explorado las razones
por las cuales el enfoque del ciclo de las politicas publicas es util como referen-
cia para analizar la aplicacion de las nuevas innovaciones tecnoldgicas en el sector
publico, sus limitaciones y los riesgos en cada una de las fases del ciclo, al igual
que para documentar como pueden contribuir los sistemas especificos de 1A en
cada fase del ciclo®. Valle-Cruz et al. (2020) utilizaron como punto de referen-
cia el ciclo de las politicas publicas para estudiar las implicaciones de como las
entidades publicas emplean la 1A para diversos medios y ofrecieron ejemplos
de sistemas implementados en paises del norte global para cada fase del ciclo.

En lo que respecta a América Latina y el Caribe, Gutiérrez et al. (2023)
crearon una base de datos que en su primera version del 2023 mapeo 111 siste-
mas de toma automatizada de decisiones (en particular sistemas de 14) pilotea-
dos o implementados en 51 entidades del sector publico colombiano. Entre las
cuarenta variables utilizadas para caracterizar los sistemas, los investigadores
incluyeron las etapas del ciclo de las politicas publicas a las que podia apoyar
eventualmente cada sistema. Gutiérrez y Munoz-Cadena (2023a) informaron

4 El enfoque del ciclo de las politicas ptblicas no es la tinica forma de analizar los usos po-
tenciales de la 1a en el sector publico. Por ejemplo, van Noordt y Misuraca (2022) utilizan
una categorizacion segun tres funciones gubernamentales: disefio de politicas, servicios
publicos y gestion interna.
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que el 12% de los sistemas de esta base de datos podian contribuir al agenda-
miento, el 18 % a la formulacidn, el 98 % a la implementacién y solo el 2% a la
evaluacion de las politicas publicas.

Luego, Gutiérrez et al. (2025) ampliaron dicha base de datos, al mapear 400
sistemas de toma automatizada de decisiones en 171 entidades publicas colom-
bianas. La base de datos documenta 306 sistemas en etapa de ejecucion, 49 en
pilotaje, 27 suspendidos y 18 descontinuados. De los 355 sistemas piloteados o
implementados, 225 son herramientas de 1A y el remanente corresponde a sis-
temas de automatizacion robdtica de procesos. De estos sistemas de 14, el 20 %
podrian contribuir en la fase de agendamiento, el 24 % a la formulacion, el 99 % a
la implementacion y el 15% a la evaluacion de las politicas publicas.

De forma mas general, algunos articulos académicos e informes de orga-
nizaciones de la sociedad civil han trazado el mapa de los sistemas de 1A utili-
zados por el sector publico en el norte global y han analizado sus implicaciones
para sus ciudadanos. Por ejemplo, los informes publicados por AlgorithmWatch
y Bertelsmann Stiftung (2019, 2020) y los articulos de van Noordt y Misuraca
(2022), Medaglia y Tangi (2022), y Tangi et al. (2022) examinaron casos en la
Unién Europea y Brauneis y Goodman (2018) exploraron ejemplos de la trans-
parencia algoritmica de los Gobiernos en la aplicacion de estos sistemas en los
Estados Unidos. Es pertinente mencionar que el informe de GPA1 (2024) sobre
instrumentos de transparencia algoritmica en el sector ptblico maped ochen-
ta repositorios de algoritmos publicos creados por entidades supranacionales,
nacionales, subnacionales, organizaciones de la sociedad civil y universidades;
este documenta cuantos sistemas (que en gran parte usan 1a) se han registrado
en cada uno de estos repositorios.”

Nueva base de datos y casos de estudio sobre herramientas

de inteligencia artificial implementadas por el sector publico

en Ameérica Latina y el Caribe

Construimos una nueva base de datos que documenta 735 sistemas de 14 desa-
rrollados o adoptados por entidades publicas en 25 paises de la region, Puerto
Rico y la Organizacién de los Estados Americanos (figura 9.1)°. En la base de

5 Paraun mapeo més actualizado de 83 repositorios de algoritmos puablicos en 15 paises de Amé-
rica, Asia, Europa, y Oceania, véase la base de datos de Gutiérrez y Mufioz-Cadena (2025).

6 También incluye un sistema (chatbot) implementado en varios paises de Centroamérica
por el Programa de las Naciones Unidas para el Desarrollo (PNUD) en América Latina y el
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datos, cada sistema de 1A es caracterizado a partir de ocho variables (en la si-
guiente seccion presentamos las correspondientes estadisticas descriptivas)’.

La caracterizacion de los sistemas de 1o mapeados incluye informacion de
sistemas registrados en los repositorios de Argentina, Brasil, Colombia, México,
Chile y Uruguay; informes publicados por entidades multilaterales (Banco Intera-
mericano de Desarrollo [BID] y Unesco, s.f.; CAF, 2021a; OECD y CAF, 2022; Unesco,
2021); articulos académicos (Chenou y Rodriguez Valenzuela, 2021; Gutiérrez y
Castellanos-Sanchez, 2023; Gutiérrez y Mufioz-Cadena, 2023a, 2025; Hermosi-
lla y German, 2024) e informacion disponible en las paginas web de las entida-
des publicas y organizaciones de la sociedad civil (AISur, s.f.; Dejusticia, 2022).

Ademas, en este capitulo ilustramos la adopcion de herramientas de 1a en
el sector publico de la region a partir de dieciséis casos en Argentina, Brasil,
Chile, Colombia, Guatemala, Honduras, México y Pert. Para la seleccion de
los casos que se describen, tuvimos en cuenta tres criterios: (1) el tipo de fun-
ciones y tareas que son realizados por las entidades publicas con los sistemas
de 14, (2) los paises que los adoptaron y (3) la disponibilidad de informacién
sobre su implementacion.

Los dos primeros criterios de seleccién apuntaban a lograr diversidad en los
casos de estudio. Por tal motivo, escogimos una variedad de sistemas que ilus-
tran diversas tecnologias (aprendizaje automatico, procesamiento del lenguaje
natural, visién por computador, etc.), las cuales han sido aplicadas en diferen-
tes sectores gubernamentales (salud, educacién, medio ambiente, movilidad,
etc.) de ocho paises de la region. El tercer criterio de seleccién buscaba que los
casos escogidos consistieran en herramientas de 1A efectivamente implemen-
tadas por los Estados (por oposicion a meros anuncios de futura adopcion), de
las cuales pudiéramos contar con informacion basica acerca de como funcio-
nany en qué tipo de tareas son integradas.

Caribe, en alianza con la Agencia para el Desarrollo Internacional de los Estados Unidos
(usaID). El chatbot Sara (Sistema de Atencion y Respuesta Automatizada) se ha imple-
mentado en algunos paises de Centroameérica, con el fin de brindar informacién y orienta-
cioén a mujeres, nifias y adolescentes en riesgo de sufrir violencia de género e intrafamiliar.

7 Las ocho variables que caracterizan a cada sistema de 1A son las siguientes: pais, nombre
del sistema, si usa datos personales, Clasificacién de Funciones de Gobierno (COrog), po-
tencial aporte a objetivos de desarrollo sostenible (oDs), palabras clave que describen sus
funcionalidades o técnicas con las cuales fueron desarrolladas, aporte a procesos de gobier-
no (clasificacién nivel 1 JRC-UE) y tipo de interaccion (entre Gobierno y ciudadanos [G2c],
Gobierno y negocios [G2B] y Gobierno y Gobierno [G2G]).
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Estadisticas sobre el uso de sistemas de inteligencia artificial
en el sector publico de Ameérica Latina y el Caribe

En Latinoamérica existen repositorios o registros en linea de algoritmos pu-
blicos en Argentina, Brasil, Colombia, Chile, México y Uruguay (GPAI, 2024).
Dichos repositorios han sido creados por entidades publicas, académicos y orga-
nizaciones de la sociedad civil, y documentan los sistemas de 1A adoptados por
entidades publicas de dichos paises. Ademas, en Pert se esta realizando investi-
gaciones para crear un registro similar. A partir de la informacién disponible en
estos repositorios, documentos académicos, informes publicados por entidades
multilaterales como el BID, CAF u OCDE, e informacion disponible en las pagi-
nas web de entidades publicas, organizaciones de la sociedad civil y empresas,
hemos encontrado que en la ltima década las entidades publicas de los paises
latinoamericanos han piloteado o implementado al menos 735 sistemas de 1a.

Los 735 sistemas identificados se encuentran en Colombia (254), Brasil (112),
México (103), Chile (69), Argentina (46), Uruguay (36), Peru (26), Ecuador (19),
Panamd, (12), Costa Rica (8), Reptblica Dominicana (7), El Salvador (6), Para-
guay (5), Puerto Rico (5), Belice (4), Honduras (4), Guatemala (3), Jamaica (3),
Bahamas (2), Venezuela (1), Guyana (2), Barbados (1), Bolivia (1), Granada (1),
Nicaragua (1) y Trinidad y Tobago (1) (figura 9.1).

Tomando como punto de referencia la Clasificacion de las Funciones del
Gobierno (corog) de las Naciones Unidas, encontramos que, del total de 735
sistemas, 228 son implementados por entidades publicas que se clasifican en la
categoria servicios publicos generales, 193 en asuntos econdmicos, 127 en orden
publico y seguridad, 66 en salud, 56 en educacidn, y los restantes sistemas es-
tan relacionados con cinco categorias: proteccion social; proteccion del medio
ambiente; actividades recreativas, cultura, deportes y otros servicios sociales;
vivienda y servicios conexos; y defensa (figura 9.2).

Ahora bien, al utilizar palabras clave para identificar y clasificar a los

sistemas®

, encontramos que 148 corresponden a chatbot, 117 a detecciéon de
anomalias, 104 a reconocimiento facial, 92 a sistemas de prediccion, 79 a recono-
cimiento de objetos, 64 a reconocimiento de patrones, 52 a sistemas de recomen-
dacion, 44 a clasificacion, 18 a reconocimiento de sonidos, 12 a otros sistemas de

soporte de interaccion humano-maquina y 5 a un voicebot (figura 9.3).

8 Las palabras clave se seleccionaron a partir de aquellas que se utilizan en el repositorio
Public Sector Tech Watch del Joint Research Centre (Jrc), de la Comision Europea de la
Unién Europea, para clasificar los sistemas de 1a.
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Con tecnologia de Bing
© Australian Bureau of Statistics, GeoNames, Grab grab.com, Microsoft, Navinfo, Open Places, OpenStreetMap, Overture Maps Fundation, TomTom, Zenrin
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1 254

Figura 9.1. Cantidad de sistemas con 1A que se utilizan en entidades del sector publico
de América Latina y el Caribe

Fuente: elaboracion propia a partir de herramienta de Microsoft.
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Figura 9.2. Tipos de entidades pablicas que utilizan 1A seglin la clasificacion COFOG

Fuente: elaboracion propia.
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Por otra parte, identificamos que el 54 % de los sistemas utilizan datos per-
sonales de los usuarios y el 29 % no lo hace; entretanto, para el 17 % restante no
es posible determinar si hace o no uso de datos personales con la informacioén
recolectada (figura 9.4). Como se comenta mas adelante, este dato resalta que
los Estados deben adoptar medidas adicionales de seguridad (administrativas,
técnicas y humanas) para proteger la seguridad de los datos personales trata-
dos para desarrollar, desplegar o usar los sistemas de 1a.

Voicebot
Soporte humano-maquina

Reconocimiento de sonidos “

Clasificacion

Sistema de recomendacion

Reconocimiento de patrones

Reconocimiento de objetos

Sistema de prediccion

Reconocimiento facial

Deteccion de anomalias

Chatbot

0 20 40 60 80 100 120 140 160

Figura 9.3. Tipos de sistemas segln clasificacion por palabras clave

Fuente: elaboracion propia.
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Figura 9.4. ;Los sistemas utilizan datos personales?

Fuente: elaboracion propia.
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Los sistemas de 1A pueden generar interacciones entre diferentes grupos
de interés. Utilizando la clasificacién propuesta en el documento “Methodology
for the public sector Tech Watch use case collection: Taxonomy, data collection,
and use case analysis procedures” (Tangi et al., 2024a), se catalogaron cada uno
de los sistemas si se da una interaccién entre Gobierno y ciudadanos (G2c), Go-
bierno y negocios (G2B) y Gobierno y Gobierno (G2G), reconociendo que los
sistemas pueden generar mds de una interaccion. Asi, se observa que 547 siste-
mas generan interacciones entre G2C; 253 entre G2G, y 70 entre G2B (figura 9.5).
Esto sugiere que el principal usuario de estos sistemas de 1A son los propios
funcionarios de las entidades publicas, quienes utilizan las herramientas para
apoyar su gestion, mientras que en un porcentaje mas bajo los usuarios y be-
neficiarios directos de los sistemas de 1 son los ciudadanos y las empresas.

Con respecto a los posibles aportes de los sistemas de 14, los organizamos a
partir de dos clasificaciones. Por un lado, tomamos como referencia la clasifica-
cion de aportes a los procesos de gobierno propuesta por Engstrom et al. (2020),
utilizada también en el repositorio Public Sector Tech Watch, para clasificar los
sistemas de 1A (Tangi et al., 2024a). Como se observa en la figura 9.6, 304 de
los sistemas podrian aportarle a la categoria de cumplimiento de la ley; 180 a ser-
vicios publicos y participacion; 143 a analisis, monitoreo e investigacién de politi-
ca publica; 94 a la gestion interna de procesos; y 14 al otorgamiento de beneficios.

Por otro lado, también se clasificaron los sistemas considerando su posi-
ble aporte a los objetivos de desarrollo sostenible (oDs); en esta clasificacion
es importante aclarar que un sistema puede aportar a mas de un ops. Como

600
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400
300
200

100

G2C G2G G2B

Figura 9.5. Tipo de interaccion que ofrece el sistema

Fuente: elaboracion propia.
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se observa en la figura 9.7, los tres ops respecto de los cuales mas sistemas de
1A podrian contribuir en su avance son el 16 (Paz, Justicia e Instituciones Soli-
das), el 9 (Industria, Innovacién e Infraestructura), y el 3 (Salud y Bienestar).

En las siguientes secciones de este capitulo presentaremos en detalle dieci-
séis de estos sistemas y explicaremos como podrian apoyar a las entidades pu-
blicas en las diferentes etapas del ciclo de las politicas ptblicas.

Otorgamiento de beneficios

I |

Gestion interna de procesos 94

Analisis, monitoreo e investigacion 143
de politica piblica

Servicios piblicos y participacion

Cumplimiento de la ley 304

o

50 100 150 200 250 300 350

Figura 9.6. Posible aporte de los sistemas a los procesos de gobierno, seglin clasificacion
de la Union Europea

Fuente: elaboracion propia.
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Figura 9.7. Posible aporte de los sistemas a los ODS

Fuente: elaboracion propia.
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Apoyo en procesos de agendamiento

Tres ejemplos de sistemas de 14 en Colombia y Argentina contribuyen a pro-
cesos de agendamiento institucional mediante la produccién y recoleccion de
datos clave, los cuales las entidades publicas utilizan para prever problemas en
los sectores de movilidad y salud (tabla 9.1).

Uno de los principales objetivos de Chatico, asistente virtual de la Alcaldia
Mayor de Bogota (Colombia), activo desde noviembre del 2021, es recoger in-
formacion sobre los temas que mas preocupan a los ciudadanos (Oficina Con-
sejeria Distrital T1C, 2022b). Este sistema fue disefiado para brindar atencién
permanente las veinticuatro horas del dia, los siete dias de la semana, a las so-
licitudes de informacion de los ciudadanos y visitantes sobre tramites y servi-
cios digitales, la oferta de las entidades publicas distritales (por ejemplo, sobre
programas sociales) e informacion de interés general (noticias de movilidad o
sobre las fechas del racionamiento de agua que le corresponde a cada sector de
la ciudad, en el marco de la crisis de abastecimiento en las fuentes hidricas, en-
tre otras). Este sistema también permite a la administracion local conocer cudles
son los asuntos que deberian priorizarse, dada la expresion de demandas de los
ciudadanos a través de este canal digital.

Tabla 9.1. Ejemplos de sistemas de ia utilizados para el agendamiento institucional

Nombre de la Tipo de Contribucion técnica a las
Pais herramienta o proyecto,  tecnologiao  actividades de elaboracion de
y sector técnica programas

|dentificar las preocupaciones

Chatico (participacion de los ciudadanos y promover

Colombia Chatbot S B

ciudadana) su participacion, ademas de

brindar informacion.
Gestion Epidemiologica
. basada en Inteligencia Aprendizaje Anticiparse a las situaciones

Argentina . . ° . ..

Avrtificial y Ciencia de automatico problematicas.

Datos (salud)

Vision por

|dentificacion de Vias |dentificar la ubicacion de los
ordenadory

Colombia Terciarias con Imagenes
de Satélite (movilidad)

bienes estatales y los bienes
publicos.

Aprendizaje

automatico.

*Con base en la informacion disponible sobre el sistema, deducimos que utiliza este tipo de técnica.
Fuente: elaboracion propia.
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Ademas, Chatico ofrece la posibilidad a los ciudadanos de participar o
votar en las iniciativas que se llevan a cabo en el marco de la estrategia de Go-
bierno Abierto de Bogotd, como los presupuestos participativos y las Causas
Ciudadanas (Hernandez, 2022; Oficina Consejeria Distrital TIC, 20224, 2022b;
Secretaria Distrital de Planeacion, 2022)°. Causas Ciudadanas es una iniciativa
con la cual el Gobierno de Bogota pretende promover “la participacion directa
de la poblacion para conocer los temas que mas aquejan al ciudadano y poder
introducirlos en la agenda del Distrito” (Oficina Consejeria Distrital T1C, 2022b),
y para que los ciudadanos “participe[n] en campanas que buscan solucionar
retos publicos” (Secretaria Distrital de Planeacion, 2022, parr. 1)'9. La Alcaldia
informo que para la votacion del presupuesto participativo del 2022 el 34 % de
la participacién fue a través de Chatico (Gobierno Abierto de Bogotd, 2023)".

Sin embargo, una de las trampas en las que pueden caer los funcionarios
gubernamentales al utilizar este tipo de herramientas es asumir que lo que se
discute en las redes sociales o se responde exclusivamente por medio de encues-
tas virtuales representa las preocupaciones de la poblacion. Esto rara vez es asi,
ya que muchos ciudadanos no utilizan estos canales de comunicacién o inclu-
$0 no tienen acceso a un servicio de internet (en América Latina, se estima que
alrededor del 32 % de la poblacion no tiene acceso a este) (CAF, 2021b); ademas,
terceros interesados en promover un problema (o incluso una solucién) pueden
generar ruido para desviar la atencion, aprovechando la facilidad del acceso a las
redes sociales (Valle-Cruz et al., 2020). Por lo tanto, confiar de forma exclusiva
en este tipo de herramientas de 1A para priorizar la accién gubernamental po-
dria amplificar los efectos negativos de la brecha digital de la region. Otro riesgo
es que actores externos consigan inflar artificialmente la demanda de servicios e

9 Bogota es uno de los principales referentes de innovacion publica de Colombia. La Alcal-
dia Mayor ha promovido el Gobierno Abierto y los proyectos tecnoldgicos a través del La-
boratorio de Innovacién Publica de Bogota (iBO) (Gutiérrez y Dajer, 2023).

10 Este es un ejemplo de un sistema que puede contribuir a mds de una etapa del ciclo de las
politicas publicas, porque no solo permite encontrar qué problemas deben estar en la agen-
da del Gobierno, sino también apoyar el proceso de formulacion de alternativas e incluso
indirectamente el monitoreo o evaluacion de “como avanzan las causas publicadas y selec-
ciones, asi como su implementacién y ejecucion” (Oficina Consejeria Distrital TIC, 2022b).

11 Otra herramienta que esta utilizando la Alcaldia de Bogotd para identificar las necesidades
de sus ciudadanos es Keepcon. Este sistema, que utiliza técnicas de analisis del lenguaje na-
tural con respecto a las preocupaciones, peticiones, quejas y reclamaciones recibidas a tra-
vés de las cuentas de las redes sociales de la Alcaldia, pretende identificar y responder a los
problemas planteados por los ciudadanos (Agata, s. f.).
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informacion mediante el uso de robots, que suplanten a los humanos e influyan
estratégicamente en el Gobierno.

El segundo sistema estudiado ilustra como las herramientas de 1a contri-
buyen a detectar con anticipacion situaciones problematicas a mediano y largo
plazo. Este es el proyecto Gestion Epidemioldgica basada en Inteligencia Ar-
tificial y Ciencia de Datos (ARPHALI), liderado en Argentina por el Centro In-
terdisciplinario de Estudios en Ciencia, Tecnologia e Innovacién (CIECTI), en
asociacion con el Ministerio de Ciencia, Tecnologia e Innovacién y el Ministerio
de Salud (CIECTI, 2023; OECD y CAF, 2022). El objetivo de este sistema es la de-
teccion temprana de brotes epidémicos, a partir de la informacién de historias
clinicas anonimizadas de establecimientos de salud del subsistema publico de
las provincias de La Rioja y San Juan (CIECTI, 2023; OECD y CAF, 2022). El sis-
tema utiliza datos de contexto, como informacién sobre el clima, la geografia
de la zona, las caracteristicas socioecondmicas, las campaiias de vacunacion,
entre otros (Engler y Pais, 2021). La anticipacion de posibles brotes epidémicos
permite a las autoridades de salud publica adoptar medidas preventivas y pa-
liativas (CIECTI, 2023).

Por ultimo, en la misma linea de proporcionar informacion para anticiparse a
problemas futuros, los sistemas de 1o también pueden ayudar a los Gobiernos
a ubicar activos estatales y bienes publicos. En Colombia, por ejemplo, el Depar-
tamento Nacional de Planeacion (DNP) desarrolld el sistema Identificacion de
Vias Terciarias con Imagenes Satelitales (Gutiérrez et al., 2023). Como su nom-
bre indica, el sistema procesa grandes cantidades de imagenes de satélite para
identificar la ubicacion de la infraestructura vial; desde el 2019, ha generado
una base de datos de carreteras terciarias (carreteras dentro de los municipios).
Elsistema de 14 identificd y georreferencio las carreteras mediante imagenes de
satélite de alta resolucion de la constelacion de PlanetScope. Hasta el 2022, se ha
utilizado para procesar “cerca de 8ooo imagenes de satélite, lo que equivale a
993540 km? (87 %) del territorio nacional”. (DNP, 2022, parr. 1).

Los principales beneficiarios de este sistema son los Gobiernos subnacio-
nales colombianos, porque, segtin estimaciones del bNP (2022), “podrian aho-
rrar entre un 40 %, y un 60 % en el costo final de los inventarios viales, lo que se
traduce en aproximadamente en coP 40 0oo millones” (parr. 6). En resumen, el
sistema permite a los Gobiernos identificar las deficiencias en la malla vial que
comunica a los municipios y a las cabeceras municipales con las veredas con ma-
yor precisién y menores costos. Es importante mencionar que esta herramienta
también contribuye a otras fases del ciclo de las politicas publicas, ya que produce
informacion que puede utilizarse para disefiar futuras intervenciones en la ma-
lla vial; asi mismo, es una herramienta de gestion de la infraestructura existente.
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Apoyo en procesos de formulacion de politica pablica

A continuacion, ilustramos como los sistemas de 1A abordan algunos de los retos
del disefio de politicas publicas, en particular los relacionados con el diagnoés-
tico de un problema que ya ha entrado en la agenda, con miras a la formula-
cidn de alternativas de solucion. Aqui describimos cuatro casos de Honduras,
Guatemala, Chile y Colombia, que se refieren a sistemas disefiados para temas
de educacidn, salud y libre competencia (tabla 9.2).

En Honduras y Guatemala, casi el 40 % de los alumnos de sexto grado
abandonan sus estudios (Adelman et al., 2017; Escobar Gutiérrez et al., 2021;
Haimovich et al., 2021). Con el fin de abordar el problema, ambos paises im-
plementaron sistemas de gestion de la informacion para predecir la desercion
escolar y ayudar a las entidades gubernamentales, las escuelas y los profesores
a decidir cuando y donde intervenir. En el 2021, la Secretaria de Educacion de
Honduras puso en marcha el Sistema de Alerta y Respuesta Temprana (SART),
cuyo objetivo es identificar, atender y dar seguimiento a los estudiantes con
mayor riesgo de abandonar la escuela (Secretaria de Educacién, s. £.)'2. Los
maestros pueden entrar al sistema para verificar con el nombre o apellido de
un alumno cudl es el riesgo de desercion y cudles son los pasos por seguir para

Tabla 9.2. Ejemplos de sistemas de IA utilizados para la formulacion de politica pablica

Nombre de la Tioo de tecnolosia Contribucion técnica
. . i i O
Pais herramienta o P recnolog a las actividades de
o tecnica ..
proyecto, y sector formulacion
Sistema de Alerta y Anticipar situaciones
Honduras y o o o
Respuesta Temprana Modelo estadistico  problematicas y priorizar
Guatemala r . )
(SART) (educacion) las intervenciones.
Sistema de Simulacion Anticipar situaciones
. para el Uso de Aprendizaje problematicas y
Chile . o .
Camas de Cuidados automatico planificar futuras
Intensivos (salud) intervenciones.
|dentificar oportunidades
. . ara contribuir a los
. Inspector (libre Procesamiento del P .
Colombia . . procesos de disefo de
competencia) lenguaje natural

instrumentos de politica

publica.

Fuente: elaboracion propia.

12 Este sistema también puede, eventualmente, generar insumos para monitorear la imple-
mentacion de politicas publicas destinadas a atacar el abandono escolar.
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reaccionar, dado el nivel de riesgo asignado (Asegurando la Educacién, 2021)."
Para predecir el abandono escolar,

los datos sobre los estudiantes y a nivel de las escuelas [...] se digitalizan y
se almacenan en redes de bases de datos administrativas interconectadas,
que incluyen identificadores Unicos de estudiantes para hacer seguimien-
to de los alumnos a lo largo del tiempo. (Adelman et al., 2019, parr. 3+

Uno de los retos de estos sistemas radica en qué hacer en aquellas zonas
del pais donde la conexidn a internet es deficiente y, por tanto, los profesores no
pueden actualizar constantemente la informacién sobre sus alumnos.

En Guatemala, donde el Ministerio de Educacion implementa el sistema, es
posible vincular la informacion a las puntuaciones de los estudiantes en prue-
bas estandarizadas, que “se han realizado en el primer, tercer y sexto grado de
educacion primaria, en el altimo grado de educaciéon secundaria inferior (no-
veno grado) y en el ultimo grado de secundaria superior, con una frecuencia
variable” (Adelman et al., 2017, p. 8)".

Estos sistemas de 14 ayudan a los Gobiernos a organizar intervenciones para
prevenir el abandono escolar (diagndstico para la formulacién), pero también
se utilizan como herramientas de gestion (seguimiento de la implementacion).

Los Gobiernos también emplean los sistemas de 1A para prever situaciones
problematicas y planificar futuras intervenciones en el sector de la salud pu-
blica. Esto es especialmente importante en tiempos de crisis sanitaria, como la

13 ElsART tiene una pagina web con estadisticas publicas, que permite al enlace departamen-
tal de migracidn ingresar al sistema para “llevar un control de su departamento para saber
cudntos, cudles y en qué centros educativos integrados [hay] nifios identificados en riesgo
leve, en riesgo moderado y en riesgo grave para dar seguimiento al proceso de atencién de
esta poblacion de nifios en riesgo de abandono” (Asegurando la Educacion, 2021). Véase
Secretaria de Educacion (s. f.).

14 “Ademads del estado de matriculacion individual, los datos incluyen algunos datos demo-
graficos (sexo y edad), indices de asistencia, si el nifio asiste a una institucion publica o
privada y el curso actual” (Adelman et al., 2017, p. 11).

15 En Pert, Chile y Argentina se han puesto en marcha sistemas similares destinados a abordar
los problemas de abandono escolar en escuelas y universidades. El sistema Alerta Escuela,
implementado en Peru en octubre del 2020, tiene como objetivo identificar a los estudian-
tes con mayor riesgo de abandono escolar, y orientar y gestionar acciones concretas para
ayudarlos (Ministerio de Educacion de Perd, 2023). En el 2019, la Universidad de Aysén de
Chile implementd un sistema de alerta temprana para la desercion universitaria (GobLab,
2023); y en Argentina, en el 2022, la Direccién General de Escuelas de Mendoza presentd
un sistema de alerta temprana (Prensa Gobierno de Mendoza, 2022).
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provocada por la pandemia de covid-19. En este sentido, en marzo del 2020, el
Hospital Clinico Regional Dr. Guillermo Grant Benavente (Concepcion, Chile),
con el apoyo de la Universidad de Concepcioén, la Universidad de Santiago de
Chile y el Instituto Sistemas Complejos de Ingenieria (1scr), puso en marcha
un sistema de simulacién de uso de camas de unidad de cuidados intensivos

7«

(ucr). El sistema permiti6 “estimar la necesidad de camas de uct segun las ten-
dencias de contagio por covid-19 en la region del Biobio”, “proyectar la oferta,
y demanda de camas’, para prever futuras saturaciones de capacidad y tomar
medidas preventivas (GobLab, 2023)'°.

Uno de los posibles riesgos a los que se enfrentan este tipo de sistemas es
que la informacién con la que fueron entrenados conduzca a reproducir sesgos.
Por ejemplo, en un estudio para estimar el exceso de muertes por raza, etnia 'y
residencia en una zona socialmente vulnerable, entre 498 adultos ingresados en
una ucI de uno de los seis hospitales de Boston, mediante un sistema de pun-
tuacion de las normas de atencién en crisis (csoc), en medio de una oleada de
covid-19 del 13 de abril al 22 de mayo del 2020, se descubri6 que “casi el doble
de la proporcion de pacientes negros se puntud en el grupo de prioridad mas
baja en comparacién con todos los demas pacientes” (Riviello et al., 2022, p. 1).

El tltimo ejemplo de un sistema de 1A que contribuye a la formulacién de
politicas se da en otro sector gubernamental: la promocién de mercados com-
petitivos. En Colombia, la Superintendencia de Industria y Comercio (sic) es la
autoridad nacional que, entre otras funciones, se encarga de proteger el derecho
a la libre competencia econdmica. La funcion de proteccion de la competen-
cia implica actividades cuyo objetivo es “promover un entorno competitivo en
los mercados” (denominadas abogacia de la competencia) (Gutiérrez y Suarez,
2023, p. 146).

Una de estas actividades llevadas a cabo por la sic consiste en el segui-
miento de los proyectos regulatorios que puedan afectar negativamente las di-
namicas competitivas de los mercados y la emisién de conceptos para que los
reguladores consideren dichos potenciales impactos. Para ello, la sic utiliza
Inspector, una herramienta que

16 “La herramienta contiene un modelamiento de simulacién mediante eventos discretos”
(“Desarrollan herramienta que simula uso de camas uct en Hospital Regional de Con-
cepcidn’, 2020), para lo cual se utiliza informacion del Ministerio de Salud y del hospital,
“como el numero real de pacientes que han requerido uct” (GobLab, 2023).
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apoya el proceso de seguimiento por parte del Grupo de Defensa de la
Competencia de los diferentes proyectos normativos publicados en las pa-
ginas web de los reguladores [...] [y] alerta a la autoridad de los proyectos
normativos publicados detectados en sus paginas web oficiales que puedan

afectar a la competencia. (Thibault y Groza, 2023, pp. 81-82)
Esta herramienta

utiliza la tecnologia web-scraping para detectar las regulaciones economi-
cas que fueron expedidas por los reguladores colombianos, por ejemplo,
aquellas en las que no se realizo una notificacion previa a la autoridad de
acuerdo con las normas de notificacion de la defensa de la competencia.

(Gutiérrez y Suarez, 2023, p. 169)

Una vez que la agencia de competencia detecta un proyecto de regulacién
que deberia haber sido notificado, solicita informacién al regulador para pre-
parar un dictamen que le ayude a decidir como disefar su regulacion. Por lo
tanto, Inspector puede clasificarse como una herramienta que facilita la tarea
de la sic de participar en los procesos de elaboracion de regulaciones, un tipo de
instrumento de politica publica.

Apoyo en procesos de implementacion de politica pablica

En esta seccion describimos seis sistemas adoptados en Brasil, Chile, Colombia,
Perti y Argentina que contribuyen a la implementacién de politicas publicas.
Las herramientas son usadas para apoyar procesos asociados con la contrata-
cion publica y problemas medioambientales y sanitarios (tabla 9.3).

La Contraloria General de Brasil adopto en el 2015 la Auditoria Preventi-
va em Licitagoes (Alice, por su acréonimo en portugués), una herramienta que
examina las inconsistencias en las licitaciones publicas que se registran en el
Portal de Compras del Gobierno Federal (Controladoria-Geral da Unido, 2021).
Esta herramienta de supervision se basa en la informacion del sistema de con-
tratacion publica de Brasil (Comprasnet, gestionado por el Ministerio de Eco-
nomia). El sistema utiliza técnicas de mineria de textos e 1a (Cetina, 2020)".

17 El sistema “permite seleccionar automaticamente las ofertas para alertar a la administra-
cion sobre los riesgos en la contratacion y evitar el gasto de fondos federales, anular o sus-
pender las ofertas innecesarias o con indicios de fraude y, en otros casos, ajustar los valores
estimados y los importes” (Controladoria-Geral da Unido, 2021).
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Tabla 9.3. Ejemplos de sistemas de IA utilizados para la implementacion
de politica publica

Nombre de la Tioo de tecnologia Contribucion técnica
. . i i O
Pats herramienta o P o téenica 8 a las actividades de
I . o
proyecto, y sector aphcaaon
o . Procesamiento del
Auditoria Preventiva | . | Prior |
Brasil em Licitagdes (Alice) enguaje .na'tura rriorizerpara a
(contratacion pablica) y aprendizaje implementacion de la ley.
| ubli P
P automatico
Chil Guardian del Bosque Aprendizaje Supervisar y priorizar la
ile . j . -
medioambienta automatico accion gubernamental.
(medioambiental) tomatico* gub tal

Detectar patronesy

Guardianes de la Selva  Aprendizaje

Colombia . . o anomalias y priorizar la
(medioambiental) automatico .
accion gubernamental.
Vision por
Detectar patronesy
. Guacamaya computador , o
Colombia . . . anomalias y priorizar la
(medioambiental) y aprendizaje .
e accion gubernamental.
automatico
Vision por ;
Ft) 4 Detectar anomalias
3 . computador o -
Perd AnemiaApp (salud) putaco y priorizar la accion
y aprendizaje
. gubernamental.
automatico
Mejorar el uso de los
. Crecer con Salud Jor B
Argentina Chatbot servicios publicos del
(salud)

Gobierno.

* Con base en la informacion disponible sobre el sistema, y en el sistema homologo utilizado en
Colombia, deducimos que utiliza este tipo de tecnologia.
Fuente: elaboracion propia.

Segun el Gobierno brasilefio, con base en las alertas emitidas por la herra-
mienta y las subsecuentes acciones preventivas de la Contraloria, entre el 2015
y el 2022, “58 licitaciones, y concursos que estaban en curso, y presentaban de-
bilidades, y riesgos en la contratacién fueron ajustados, anulados o suspendi-
dos, el monto involucrado es de R$8,61 mil millones” (Controladoria-Geral da
Unido, 2021)'8. Esta herramienta también entra en la categoria de sistemas de
1A que contribuyen a la evaluacion de politicas publicas.

18 En Colombia existen tres sistemas que también buscan detectar anomalias en los procesos
de contratacion: la Contraloria General de la Reptiblica cuenta con Océano, que “establece
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El segundo ejemplo es un sistema de 1A utilizado para reducir los cos-
tos de implementacion de una politica en Chile. En concreto, se trata de una
herramienta de supervision que se desarroll6 a través de una asociacion pu-
blico-privada, con el objetivo de contribuir a la implementacion de politicas
medioambientales. Desde agosto del 2021, el Ministerio de Medio Ambiente y
la Superintendencia de Medio Ambiente, con el apoyo de Huawei, Rainforest
Connection y Forest Ethics, implementaron Guardian del Bosque, “herramienta
de monitoreo audio acustico basado en inteligencia artificial”; el proposito del
sistema es la “preservacion del zorro de Darwin a través de un sistema de mo-
nitoreo y analisis de audio asistido por inteligencia artificial (1a) a bajo costo”
en la region del Biobio (GobLab, 2023)"°.

En otros paises de la region se han aplicado estrategias similares. En Colom-
bia, por ejemplo, el Instituto de Investigacion de Recursos Biologicos Alexander
von Humboldt, con el apoyo de la Fundacién Biodiversa Colombia, Rainforest
Connection, Corantioquia y Huawei, desarroll6 la herramienta Guardianes de
la Selva (Instituto Humboldt, 2023). La herramienta ayuda a detectar los soni-
dos de actividades ajenas al ecosistema, como los producidos por la caza o las
actividades de deforestacion. Ademas, también en Colombia, el sistema Gua-
camaya, IA por la Amazonia, utiliza imagenes por satélite, grabaciones bioa-
custicas y cdmaras trampa para proteger la fauna y la flora del Amazonas. Este
proyecto se desarroll6 a través de una alianza publico-privada que incluy?6 a
la Universidad de los Andes, Microsoft, el Instituto Humboldt y el Instituto
Sinchi (Forero, 2023).

Existen otros casos en los que los sistemas de 1A detectan anomalias y
contribuyen a priorizar la accién gubernamental. En Per, por ejemplo, el Go-
bierno y la Universidad Peruana Cayetano Heredia desarrollaron un sistema

relaciones entre los contratos celebrados a nivel nacional y los analiza para detectar posibles
casos de corrupcion; a través de un anélisis matricial de redes y construccion de vectores”
(Santiso y Cetina, 2022, p. 117); la Procuraduria General de la Republica utiliza el Analisis
de Redes Criminales en el Contexto de la Procuraduria General de la Republica (ARCPGN),
para “identificar estructuras ilicitas de cooptacion institucional” (Santiso y Cetina, 2022,
p. 108); por su parte, “Sherlock es el proyecto de herramienta de analisis de datos que busca
apoyar a los investigadores de la sic en la identificacién de indicios o patrones que sugie-
ran posibles conductas anticompetitivas en los procesos de contratacion publica” (bid-
rigging) (Schrepel y Groza, 2022, p. 87).

19 Elsistema funciona con “minicomputadoras solares que se instalan en las copas de los dr-
boles, [...] estos dispositivos graban audio, y envian toda la informacién grabada a Huawei
Cloud [...] [para] identificar las vocalizaciones grabadas con 1a para reconocer los patrones
de las diferentes especies” (Superintendencia del Medio Ambiente de Chile, 2021, parr. 4).
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que detecta la anemia e informa a las autoridades sobre los casos graves?®. La
universidad disené la AnemiaApp, una aplicaciéon mévil desde la que la gente
puede acceder al sistema que detecta la anemia con base en una fotografia del
parpado inferior. Esta iniciativa, que se utiliza sobre todo en zonas remotas,
cuenta con el apoyo del Ministerio de Desarrollo e Inclusion Social del Pert
(Midis) (Oré Arroyo, 2019; Zimic, 2019). Con la fotogratia del parpado y un
formulario con los datos del paciente (nombre, nimero de identificacion, fe-
cha de nacimiento y sexo), el algoritmo procesa la imagen, analiza las caracte-
risticas de la membrana que recubre la superficie externa y determina el nivel
de hemoglobina (OECD y CAF, 2022; Oré Arroyo, 2019). Cuando se detecta un
caso de anemia grave, se envia automaticamente un mensaje de alerta al Midis
para que se tomen las medidas correspondientes (Oré Arroyo, 2019; Zimic,
2019). Un riesgo critico que pueden crear estos sistemas es el acceso y uso no
autorizados de datos personales; por ello, el uso de sistemas de 1A desarrollados
con datos personales y que los utilicen debe estar sujetos a protocolos de pro-
teccion de dicha informacidn, que incluye datos sensibles (relacionados con la
salud) y datos de menores.

Por dltimo, también relacionado con la implementacion de politicas sani-
tarias, el Gobierno nacional argentino desarrollé un chatbot que pretende re-
cordar a las mujeres los controles prenatales y posnatales. Esto fue reconocido
como un problema publico, ya que el 30 % de las mujeres no completo el cro-
nograma de controles durante el embarazo, y una de cada diez nunca asistio al
meédico antes del momento del parto (Observatory of Public Sector Innovation
[opsi], 2018). El asistente virtual, llamado Crecer con Salud, funciona a través
de Facebook Messenger?'y fue disefiado para “dirigirse a mujeres embarazadas
y madres con bebés menores de un afio en Argentina’; entre otras funciones,
“envia recordatorios de asistencia” a los controles (opsI, 2018). Una vez mas, los
sistemas de 1A que utilizan datos personales sensibles requieren los maximos
esfuerzos de los Gobiernos para proteger la privacidad.

20 Se menciond que, en principio, este sistema contaba con el apoyo del Ministerio de Desa-
rrollo e Inclusion Social (Midis), segtin informes del Observatorio fAIr ALC (BID, s. £b);
sin embargo, no fue posible confirmar si esta alianza con la Universidad Peruana Cayetano
Heredia sigue vigente.

21 “El Gobierno eligié Facebook Messenger porque la plataforma es utilizada por mas de

30 millones de argentinos, incluido el 90 % de las embarazadas en las maternidades, segun
una investigacion interna del Gobierno” (OECD y CAF, 2022).
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Apoyo en procesos de evaluacion de politica pablica

En esta seccion caracterizamos tres sistemas adoptados en Colombia, Chile y
México que contribuyen a evaluar las politicas publicas relacionadas con pro-
blemas de infraestructura y medio ambiente (tabla 9.4).

La Unidad Administrativa Especial de Rehabilitacién y Mantenimiento Vial
(UAERMYV), de la Alcaldia Mayor de Bogotd (Colombia), implemento en el 2020
el Sistema de Informacién Geografica Misional y de Apoyo (siGma) (Morales,
2020). Su proposito es “analizar, y desplegar informacion geografica de mane-
ra centralizada, e integrada” (UAERMYV, 2022), para optimizar la reparacion y el
mantenimiento de la red vial de la ciudad (Morales, 2020). Para ello, utiliza in-
formacion relacionada con el nimero de personas que transitan por la via que
se va a intervenir, cudles son las horas de mayor volumen de trafico, el nimero
de vehiculos, y la cercania a colegios y hospitales, la cual se obtiene de otras en-
tidades o sistemas de informacion de la Alcaldia, como ArcGIS, el Instituto de
Desarrollo Urbano o la Infraestructura de Datos Espaciales de Bogota (IDECA)
(Morales, 2020; UAERMY, 2021, 2022). Esta herramienta se utiliza para la “for-
mulacidn, planeacion, ejecucion y seguimiento de la conservacion de la red vial
local para la toma oportuna de decisiones” (UAERMY, 2022)2%% por lo tanto, se
clasifica al menos en las tres tltimas etapas del ciclo de las politicas publicas.

Tabla 9.4. Ejemplos de sistemas de 1A utilizados para la evaluacion de politica pablica

. Tipo de Contribucion técnica
. Nombre de la herramienta p .
Pais tecnologia o a las actividades de
o proyecto, y sector .. .
técnica evaluacion

Sistema de Informacion
Colombia Geografica Misional y de
Apoyo (sIGMA) (movilidad)

Aprendizaje L
prencize) . Supervision
automatico

Sistema de Vigilancia con

. , . Vision por L
Chile Infometria por Satélite P Supervision
X . ordenador
(medio ambiente)
Plataforma del Centro
.. Intercultural de Estudios Aprendizaje .
Mexico . . prendizg) Analisis de datos
de Desiertos y Oceéanos automatico

(cepO) (medio ambiente)

*Con base enlainformacion disponible sobre el sistema, deducimos que utiliza este tipo de tecnologia.
Fuente: elaboracion propia.

22 El sistema proporciona: “(1) Informacién centralizada de la Red Local de Carreteras.
(2) Disponibilidad de diagnésticos de carreteras sobre el terreno en tiempo real. (3) Reduccion
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Un segundo caso de un sistema que facilita la recopilacion de informacion
tiene lugar en Chile, donde la Superintendencia de Medio Ambiente implementd
en el 2017 el Sistema de Monitoreo con Infometria Satelital. La Superintenden-
cia utiliza el sistema para “fiscalizar que la ubicacion de los Centros de Engor-
da de Salmones (cEs) cumpla con las concesiones otorgadas” (GobLab, 2023).
Este sistema se nutre de “la informacion del Radar de Apertura Sintética (SAR)
captada por los satélites Sentinel-1 [...] gracias a la cooperacion con el Progra-
ma Copérnico de la Unién Europea y la Agencia Espacial Europea” (GobLab,
2023). La informacién obtenida con el SAR es procesada por un “algoritmo de
Clasificacion Polarimétrica Dual’, que permite identificar, incluso en condicio-
nes de nubosidad, si las CEs se encuentran dentro de las concesiones, aprove-
chando que las jaulas salmoneras tienen una dispersion de oleaje diferente a la
del agua circundante?.

El altimo ejemplo que examinaremos se trata de un sistema de 1A que con-
tribuye a la fase de evaluacion de politicas mediante el apoyo en el analisis de
datos?*. La implementacién eficaz de las politicas ptiblicas depende, entre otros
factores, de la capacidad de comprender las realidades, los temores y los contex-
tos de los ciudadanos, asi como de adaptar el lenguaje para que la informacién
llegue a los directamente implicados. En las comunidades costeras de México,
por ejemplo, “la pesca artesanal desempefa un papel social y econémico fun-
damental’, de ahi que la informacion proporcionada a los pescadores “sobre
el cambio climatico y las percepciones del cambio ambiental [...] influye en la
aplicacion de las politicas, [mientras que] las experiencias de los pescadores [a
su vez] pueden ayudar a informar la adopcion de nuevas politicas” (BID, s. f.a).

La plataforma del Centro Intercultural de Estudios de Desiertos y Océanos
(CEDO) analiza la informacién disponible sobre el cambio climatico y “evalia

de los tiempos de operacion. (4) Agilidad en la respuesta a las solicitudes de informacion.
(5) Fortalecimiento de la coordinacion intersectorial entre: Instituto de Desarrollo Urba-
no-1pu, Unidad Administrativa Especial de Rehabilitaciéon y Mantenimiento Vial-UAERMY,
Fondos de Desarrollo Local-FDL” (UAERMYV, 2022).

23 “Entre 2018 y 2019 se utilizo el sistema en las 4 regiones mas australes de Chile. De las ima-
genes procesadas, hubo 78 hallazgos, de los cuales 27 correspondieron a jaulas de ces fuera
de concesién” (GobLab, 2023).

24 Este se trata de una herramienta desarrollada por una coalicion de organizaciones sin ani-
mo de lucro de México y Estados Unidos. A pesar de que su origen no es gubernamental,
decidimos incluir el caso en la medida en que en su desarrollo estuvieron involucrados un
centro de investigacion publico de México y universidades publicas de México y Estados
Unidos, ademads de su potencial contribucion a la generacion de valor publico.
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la forma en que los medios de comunicacién nacionales, regionales y locales
interpretan y comunican los mensajes sobre el cambio climatico en los Esta-
dos costeros de México” (BID, s. f.a). Con esta informacidn, los responsables
publicos de la toma de decisiones frente a la gestion de los recursos podran co-
nocer como entienden los pescadores locales la informacion disponible sobre
el cambio climatico (BID, s. f.a). El cEpo aplica el andlisis de sentimientos para
deducir qué temas preocupan a los pescadores locales y como las entidades gu-
bernamentales pueden ser mas eficaces con su estrategia de comunicacion (BID,
s. f.a). Esta herramienta contribuye a evaluar la politica y a identificar y estruc-
turar nuevas cuestiones problematicas, por lo que también podria apoyar los
procesos de agendamiento y formulacién de politica publica.

Conclusmnes, |mp||caC|ones de politica publica

y futuras vias de investigacion

El objetivo principal de este capitulo fue examinar cémo los sistemas de 1a
adoptados por las entidades publicas de América Latina y el Caribe apoyan el
desempenio de las actividades asociadas a las principales etapas del ciclo de las
politicas publicas: agendamiento, formulacién, implementacion y evaluacion.
Para ello, el capitulo presentd las principales estadisticas descriptivas de 735 sis-
temas de 1A de la region y exploro dieciséis sistemas de 1A implementados por
entidades publicas nacionales o subnacionales en Argentina, Brasil, Chile, Co-
lombia, Guatemala, Honduras, México y Per.

El capitulo describe los sistemas de 1A adoptados en diversos sectores, como
salud, medio ambiente, movilidad y educacién. Los sistemas también apoyan
actividades transversales relacionadas con los procesos de contratacion, la par-
ticipacion ciudadana y la libre competencia; ademads, se desarrollaron mediante
diversas técnicas, como el aprendizaje automatico, el procesamiento de lenguaje
natural, la visién por ordenador, entre otras.

También argumentamos que un sistema de 1A puede contribuir a una o
varias de las fases del ciclo de las politicas publicas. Por ejemplo, es posible que
un sistema ayude a identificar una situacion problematica que afecte a los ciu-
dadanos y genere, a su vez, aportes y alternativas para contribuir a una solucién.

Otro hallazgo clave, a partir de la construcciéon de la nueva base datos, es
que la informacion disponible publicamente sobre los sistemas de 1A adopta-
dos por los Gobiernos latinoamericanos no siempre es de facil acceso o esta
incompleta. Encontramos poca informacion sobre cdmo se desarrollaron los
sistemas, quién los desarrolld, los costos y las evaluaciones de los resultados
e impactos asociados a su uso. Solo seis paises de América Latina y el Caribe
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(Argentina, Brasil, Colombia, Chile, México y Uruguay) cuentan con reposito-
rios de algoritmos publicos, y en algunos de estos repositorios parecen presen-
tar un subregistro de sistemas de 1A (GPAI, 2024; Gutiérrez y Mufioz-Cadena,
2023¢; Mufioz-Cadena y Gutiérrez, 2025). Esto contrasta con las promesas rea-
lizadas por las iniciativas de gobierno abierto en América Latina y el Caribe,
que deberian conllevar ciertos niveles de transparencia respecto a los sistemas
de 1A que despliegan los Gobiernos (Gutiérrez y Castellanos-Sanchez, 2023).

Por lo tanto, una implicacién politica derivada de nuestra investigacion
es que los Estados latinoamericanos deberian informar de forma mas proacti-
va sobre el uso de sistemas de 1A para (semi)automatizar o apoyar procesos de
toma de decisiones. Esto es particularmente critico dado que algunos de estos
pueden tener un gran impacto en la vida y los derechos fundamentales de mi-
llones de personas o contribuir a amplificar sesgos o estereotipos sobre ciertos
segmentos de la poblacion. Muy pocos paises de la region cuentan con repo-
sitorios en linea de algoritmos publicos, y algunos de los existentes, como los
publicados por el Gobierno colombiano, registran pocos algoritmos y no inclu-
yen informacion actualizada (GpAL, 2024; Gutiérrez, 2024d; Gutiérrez y Mufioz-
Cadena, 2023a; Muiloz-Cadena y Gutiérrez, 2025).

De igual manera, se identificé cémo los sistemas de 1A podrian contribuir
positivamente a los objetivos estatales. Asi mismo, respecto de algunos de los
sistemas, se establecié coémo su implementacion podria crear nuevos riesgos que
deben ser gestionados por las entidades publicas que despliegan y usan las he-
rramientas. Este punto, que podria ser profundizado en futuras investigacio-
nes, es esencial para la adquisicion, el desarrollo, el despliegue y la utilizacién
de herramientas de 1a de forma ética, responsable y compatible con la protec-
cién de los derechos humanos por parte del Estado.

En este sentido, los sistemas de 14 utilizados por los Gobiernos deben di-
sefarse teniendo en cuenta a los usuarios finales y a los beneficiarios (Florez
Rojas, 2023). Si no se tienen en cuenta multiples perspectivas, los sistemas de
1A pueden reproducir informacién sin un valor anadido o, lo que es peor, am-
plificar los sesgos sociales. Ademas, si un Estado utiliza sistemas de 1A para
apoyar funciones en las que los derechos humanos pueden estar en juego (por
ejemplo, la educacion o la salud), deberian establecerse mecanismos para pre-
venir y gestionar los riesgos (como contar con evaluaciones de impacto antes
de desplegar la herramienta).

Otra implicacion que se deriva de las limitaciones identificadas de los sis-
temas de 1A estudiados es que estas herramientas no resuelven la necesidad
de abordar los retos politicos asociados a los procesos del ciclo de las politicas
publicas. Ademas, los sistemas no pueden sustituir los juicios de valor que los
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responsables de la toma de decisiones deben realizar en sociedades democra-
ticas y pluralistas, en las que la elaboracion de politicas requiere equilibrar de-
rechos e intereses. De ahi que las entidades publicas interesadas en adquirir o
desarrollar sistemas de 1A deban ser conscientes de su limitada capacidad para
sustituir la toma de decisiones humana.

De nuestra investigacion se desprenden tres grandes vias futuras de investi-
gacion. En primer lugar, es necesario comprender como y por qué las entidades
publicas deciden adquirir, desarrollar y adoptar sistemas de 1a para apoyar o
automatizar sus procesos de toma de decisiones. Del mismo modo, seria perti-
nente explorar qué situaciones o contextos pueden o no favorecer la adopcién
e implementacion de sistemas de 1A por parte de las entidades publicas en los
diferentes paises latinoamericanos.

En segundo lugar, futuros estudios podrian explorar los factores determi-
nantes del éxito del diseflo y la aplicacion de sistemas de 1A que apoyen las deci-
siones en el ciclo de las politicas publicas. Como sostienen Tangi ef al. (2024b),
la identificacion de los casos de mejores practicas

puede poner de relieve elementos concretos de los procesos de innovacion
y la forma en que las organizaciones del sector publico estan adoptando y
utilizando la 1A, lo que permitira a los responsables politicos identificar los
objetivos y el camino a seguir a la hora de desarrollar agendas de innova-
cion y politicas relacionadas. (p. 222)

Por ultimo, con corte de mayo del 2025, al menos dieciocho paises de
América Latina y el Caribe estan elaborando leyes o reglamentos para regular
la 1a: Argentina, Bahamas, Barbados, Bolivia, Brasil, Chile, Colombia, Costa
Rica, Cuba, Ecuador, Guatemala, El Salvador, Honduras, México, Panama, Peru,
Republica Dominicana y Uruguay (Gutiérrez, 2024c, 2024b; Gutiérrez y Hurta-
do, 2025). Paises como Chile han dado pasos para crear marcos normativos que
obligan a las entidades publicas a informar sobre los sistemas de 1a que utili-
zan, en especial cuando estos pueden afectar a los derechos de los ciudadanos;
sin embargo, en otros paises no se estan estudiando normativas similares ni
cuentan con repositorios o registros de los sistemas de 1a que utilizan las enti-
dades publicas (GPAI, 2024). Esto es preocupante porque, en la medida en que
los ciudadanos no disponen de informacién actualizada sobre los sistemas
que utilizan los Gobiernos, resulta dificil supervisarlos y, por tanto, alertar so-
bre posibles riesgos. De ahi que el estudio de los marcos regulatorios del desa-
rrollo y uso de los sistemas de 1a por parte de los Estados pueda ser también
una prometedora via de investigacion.
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Introduccion

La inteligencia artificial (1a) es considerada una tecnologia disruptiva, la cual,
empleada por el Estado, promete una transformacion sin precedentes de este y
de la sociedad. La promocidn de la 1a por parte del Estado es de nuestro inte-
rés precisamente por la capacidad de esta tecnologia —y la recoleccién de da-
tos asociada a su desarrollo— de reorganizar la vida social, los mercados y las
funciones provistas por los Estados. La 1a promete servicios que son a la vez
altamente individualizados y flexiblemente diferenciados, segun las demandas
delos ciudadanos. Las promesas de la 1a en relacion con el Estado es el punto de
partida de este capitulo.

Asi, rastreamos en el discurso medidtico imaginarios sobre la 1a y su rela-
cion con el Estado e identificamos aquellas acciones estatales que surgen como
una respuesta anticipatoria a la creciente incursion de la 14 en la sociedad co-
lombiana. Como los medios de comunicacién no solo reportan o reflejan el
sentido de la vida social, sino que contribuyen activamente en su produccion,
nuestro analisis se orienta a comprender las visiones de futuro que alli se cons-
truyen sobre el Estado y sus potenciales transformaciones, teniendo en men-
te dos intereses: por un lado, ofrecer una descripcion general de como se esta
construyendo la imaginacidn sobre este tema; y, por otro, analizar cémo los
imaginarios de esta relacion hacen eco de visiones localizadas sobre el Estado
en Colombia, su modernizacion y otros proyectos tecnoldgicos.

El concepto que guia nuestra exploracion es imaginarios sociotécnicos. Este
se define como las “formas de vida social y de orden social imaginadas colec-
tivamente que se reflejan en el disefio y la realizacion de proyectos cientificos
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y/o tecnolégicos” (Jasanoft y Kim, 2009, p.120), y que son sostenidas de for-
ma colectiva, institucionalmente estabilizadas y desplegadas en publico. Estos
imaginarios ayudan a organizar grupos y crear alianzas, son multiples y coe-
xisten en tension dentro de una sociedad, siendo algunos foros publicos (como
las legislaturas, las cortes o los medios de comunicacion) los lugares donde se
priorizan o superponen unas visiones sobre otras, construyendo posiciones do-
minantes (Jasanoff, 2015).

Los estudios sociales de la ciencia y la tecnologia han empleado este con-
cepto para examinar las formas en las que tecnologias emergentes como la
1A desempenan un papel fundamental al prever y determinar sus trayectorias de
desarrollo, agendas de investigacion y usos (Richter et al., 2023). El concepto
de imaginarios sociotécnicos va mads alla de las representaciones, actitudes y
percepciones sociales y populares acerca de una tecnologia. Su escala no es in-
dividual, ni su atencién estd puesta en la agregacion de visiones individuales
para comprender tendencias en la percepcion.

En el presente capitulo adoptamos esta perspectiva conceptual para pre-
guntarnos: ;qué tipo de situaciones estan siendo definidas como reales o posi-
bles por determinados grupos alrededor de discusiones sobre la 14 y su relacion
con el Estado? ;Qué imaginarios son posicionados como hegemonicos o do-
minantes? ;Qué respuestas anticipatorias reclaman del Estado colombiano y
como estas prometen transformarlo? Y, por ultimo ;qué imaginarios son opa-
cados/negados en estas versiones particulares de la imaginacién sociotécnica?

Los imaginarios sociotécnicos y la anticipacion

Quienes producen métodos, proyecciones numéricas, infraestructuras tecno-
légicas y politicas para tomar decisiones imaginan un porvenir en el que cien-
cia, tecnologia y sociedad se dan forma mutuamente, para enfrentar desafios
presentes y problemas que incluso aun no tienen lugar. La creaciéon de marcos
regulatorios exige prevision, y la gobernanza de escenarios anticipados se ha
constituido en la accién por excelencia de los Estados contemporaneos, asi como
en la razdén principal de su justificaciéon (Wenger et al., 2020).

La puesta en marcha de la imaginacién a futuro es, a la vez, técnica y social,
pues involucra el despliegue de “nuevos conjuntos especificos de infraestructuras
tecnoldgicas materiales, significados sociales y drdenes morales, todo ello en tor-
no a nuevas formas de politicas de la informacion” (Felt, 2015, p. 177). Implicita
o explicitamente, proyectos tecnocientificos y burocraticos se proponen ajustar
6rdenes tecnoldgicos y de conocimiento, como la creacion de infraestructuras
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materiales, al igual que 6rdenes sociales, que conciernen valores, identidades y
la asignacion de responsabilidades sobre individuos y organizaciones.

;De qué manera estos ordenamientos se llevan a cabo? Esta es una pre-
gunta tacita del disefio tecnoldgico (Latour, 1990), y muchas veces se encuentra
explicita en las politicas publicas orientadas a la creacion de infraestructuras
tecnologicas. Ambas acciones, diseflos tecnoldgicos y formulacion de politicas,
elaboran distintos imaginarios sociotécnicos.

Los imaginarios sociotécnicos involucran la definicién de lo que puede lo-
grarse a través de la ciencia y la tecnologia, y visiones “sobre como la vida debe
o no debe ser vivida; asi, expresan visiones compartidas del bien y del mal en
una sociedad” (Jasanoff, 2015, p. 4). Los imaginarios sociotécnicos prescriben
relaciones sociales y desarrollos tecnologicos, produciendo acciones que anti-
cipan y responden a escenarios futuros.

La idea de anticipacion es central para la operacionalizacion de este con-
cepto, pues pretende hacer visible la forma en la que tales imaginarios prefiguran
relaciones sociales en su ejecucion, y también las maneras en las que promue-
ven “practicas anticipatorias’, es decir, acciones especulativas presentes orien-
tadas a responder a un futuro esperado. Los imaginarios sociotécnicos hablan
de visiones de futuros deseables —o aspiraciones— y de las formas en las que
tales visiones se traducen en practicas y actitudes presentes, esto es, en perfor-
mances (Schmid et al., 2022).

De la experticia y la politica al cubrimiento mediatico

Existen distintos puntos de partida para asir los imaginarios sociotécnicos so-
bre la 1a. En la literatura pueden encontrarse tres tipos de enfoques: aquellos
centrados en los expertos (Hautala y Ahlqvist, 2024; Law, 2023; Natale y Ba-
llatore, 2017), los que prestan atencion a los imaginarios explicitos e implici-
tos en documentos regulatorios y de politica publica (Bakiner, 2023; Bareis y
Katzenbach, 2021; Chan, 2021; Paltieli, 2022; Pham y Davies, 2024) y los que se
centran en medios de comunicacién. Este tltimo cuerpo de literatura ha ve-
nido creciendo en los dltimos afos, presentando distintos debates sobre como
la prensa cubre el tema de la 1A y qué imaginarios futuros construye alrededor
de su entrada en escena.

Por un lado, estos estudios prestan atencion a los imaginarios sociotécni-
cos que se construyen alrededor de la promocion (hype) de la 1a en los medios
como tecnologia emergente. Este cuerpo de literatura se dedica a entender las
expectativas ubicuas que emergen alrededor del uso vago del concepto de 1a
en el debate publico y como las noticias median, influencian y amplifican tales

299



INTELIGENCIA ARTIFICIAL

expectativas (Brennen et al., 2020). Una forma de abordar esto es explorando
la disparidad entre el cubrimiento medidtico de la 14, en términos generales,
y las noticias que se enfocan en sus aplicaciones (Ziiger et al., 2023). Mientras
que el primer escenario tiende a conformar visiones de futuro optimistas y de
solucionismo tecnoldgico, donde limitaciones y riesgos actuales (definidos en
términos vagos) seran subsanados en un futuro cercano (Obozintsev, 2018), el
segundo hace posible que surjan visiones criticas sobre los alcances, posibili-
dades y limites de la 14, al entender que tal nombre agrupa un grupo heterogé-
neo de tecnologias y que las promesas amplificadas pueden transformarse en
desilusiones igualmente magnificadas (Hansen, 2022; Ziiger et al., 2023). Esta
coexistencia y transformacion de expectativas contradictorias ha sido muy
bien estudiada en otras tecnologias emergentes, categorizadas bajo el concepto
de ciclos de promesa y decepcion o hype cycle (Sovacool y Hess, 2017; Van der
Maarel et al., 2023).

En términos generales, el uso vago del concepto de la 1a en el discurso pu-
blico permite una vision futura promisoria, en la que el numero de roles y po-
tenciales que puede tener es tan abierto como difuso (Vrabi¢ Dezman, 2024),
siendo la principal funcién de este tipo de cobertura mediatica, no ofrecer un
contenido robusto sobre el tema, sino posicionar un asunto como noticioso,
relevante para un contexto social amplio (Roberge et al., 2020).

En este sentido, las noticias periodisticas desempefnan un papel importan-
te en definir agendas del debate publico, en delimitar aquello que merece aten-
cion, y es usual que lo haga al promover los beneficios de nuevas tecnologias,
enmarcandolas en una vision sobre el progreso cientifico o sobre los beneficios
econémicos que pueden implicar. Al respecto, los imaginarios sociotécnicos so-
bre la 1a en la prensa también presentan similitudes con el tratamiento de otras
tecnologias emergentes (Brennen et al., 2020), y no es de extrafar que las visio-
nes de futuro optimistas predominen su cubrimiento mediatico (Fast y Horvitz,
2016; Roberge et al., 2020). Estos imaginarios optimistas estan principalmente
enmarcados en el abordaje de temas como los beneficios econémicos y de ne-
gocios, y la investigacion en ciencia y tecnologia (Chuan et al., 2019).

Por este motivo, otro cuerpo importante de literatura es aquel dedicado a
explorar las formas en las que grupos de interés como la industria dominan el
debate publico sobre la 14 y sus discursos controlan los imaginarios sociotécnicos
que la prensa construye alrededor de su futuro (Brennen, 2018). Estos discursos
e imaginarios también permean las agendas que actores gubernamentales (Mal-
donado y Arroyave, 2024) despliegan en sus opiniones y promociones de la 1A en
los medios, lo que suscita imaginarios sobre el desarrollo econdmico y el posicio-
namiento nacional favorable en un contexto global (Kostler y Ossewaarde, 2022).
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Asi, es usual que la 1A sea presentada como prometedora, en lo que Pham
y Davies (2024) describen como la imaginacion de una carrera global de suma
cero, construyendo un escenario en el que, independientemente del contexto
social o econdmico actual, las naciones se enfrentan a una oportunidad para
solucionar cualquier problema y ponerse al frente de una revolucion tecnolé-
gica y econdmica sin precedentes (Brennen, 2018; Brennen et al., 2020; Kostler
y Ossewaarde, 2022). Sin embargo, esto tampoco es un aspecto sui generis de
los debates publicos sobre la 14, es algo comun en el cubrimiento de otras tec-
nologias (Donk etal., 2011), donde los imaginarios de promesas econdmicas,
productividad y cambio de las reglas de juego en la “competencia internacio-
nal” han influido tradicionalmente en la produccién de politica y la regulacion
tecnologica (Ulnicane et al., 2021).

Muchos de estos imaginarios se construyen por medio de metaforas, como
el uso de la palabra revolucion para hablar de las transformaciones imagina-
das por el uso extendido de tecnologias de 1A en diferentes campos de aplica-
cion. Por este motivo, algunos estudios se ocupan de las metaforas con las que
se nombran los beneficios y riesgos de la 1A —o la 1A misma—, y que ayudan a
construir visiones de futuro. Tales estudios toman las metaforas no como sim-
ples descripciones del mundo, sino como mecanismos discursivos que llevan
consigo connotaciones normativas (Wyatt, 2004).

El trabajo de Sally Wyatt (2021a, 2021b), que explora las formas en las que
metaforas construyen imaginarios futuros para tecnologias como la internet y
el big data, ha sido particularmente influyente en este tipo de estudios. La im-
portancia de esta exploracion radica en que las metéforas que se dan por sen-
tado constituyen sustitutos del pensamiento (McCloskey, 1983; Wyatt, 2021a),
es decir, encierran asuntos de hecho dificiles de cuestionar —si no son exami-
nados— con una potente fuerza retdrica. Las metaforas funcionan como una
suerte de cajas negras. La importancia de estos estudios es poner en cuestion
el caracter oscuro y de autojustificaciéon que estas formas de hablar sobre la 1a
suponen, las cuales dificultan la deliberacion publica y democratica sobre las
aplicaciones deseables de la 1, creando visiones de inevitabilidad (Bones et al.,
2021; Kajava y Sawhney, 2023). A la vez, permiten prestar atencion a las versio-
nes alternativas imposibilitadas, negadas o socavadas por estos recursos narra-
tivos (Suchman, 2008).

Esta indagacion sobre las imaginaciones metafdricas ha tenido mas espa-
cio en el abordaje de imaginarios generalizados sobre la 14, donde la equiva-
lencia entre 1A y mente, asi como entre mente y maquina, son centrales en la
comprension publica de este grupo de tecnologias y constituyen narrativas en-
gafiosas que opacan la discusion sobre sus limitaciones actuales; a su vez, son la
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base de la atencidn noticiosa —hype— que recibe (Campolo y Crawford, 2020;
Natale y Ballatore, 2017).

Este tipo de metéforas también han sido exploradas en documentos de po-
litica publica, como la ley de inteligencia artificial de la Comision Europea, en
la que el uso de metaforas como el “nuevo petréleo” o la “mina de oro” circuns-
criben el futuro del uso de la 1a en términos de riqueza econémica (Marceti¢ y
Nolin, 2023, p. 107). Estas metaforas también han sido analizadas en el debate
publico en un sentido amplio (Roberge et al., 2020); no obstante, su aproxima-
cion desde el cubrimiento mediatico ha sido tangencial, llamando en especial
la atencion sobre la necesidad de generar nuevas formas de nombrar e imagi-
nar futuros para la 1A, mas alla de la hegemonia discursiva establecida por la
industria (Mager y Katzenbach, 2021).

Asi mismo, este llamado es una muestra de la necesidad de estudios que
enfoquen su atencién en las metaforas que forman imaginarios sociotécnicos
sobre la 1A por parte de actores heterogéneos, incluidas las organizaciones esta-
tales y la sociedad civil. Asi, el cubrimiento medidtico de la 1A en relacién con
servicios estatales (o cuya responsabilidad ha sido tradicionalmente asignada al
Estado) puede representar un terreno apropiado para permitir esta reflexion,
al escapar de la tendencia que enmarca el debate sobre la 14 en términos de
inevitabilidad. Como sefialan Mager y Katzenbach (2021):

En términos mas generales, el entusiasmo actual parece sugerir que la 1A
es inevitable y que cambiara fundamentalmente nuestra forma de vivir,
comunicarnos, trabajar y viajar. Si bien estas afirmaciones son claramente
producto de una exageracion contingente, tienen poderosos efectos en la
forma en que estructuran a los actores y los recursos. (p. 232)

Por ello, se hace necesario pensar cdmo este entusiasmo esta siendo en-
marcado cuando se discute el papel del Estado, pues muchas de las promesas
actuales de la 1A se expanden al mejoramiento de la administracién publica
(Esko y Koulu, 2023).

En particular para paises del sur global, los imaginarios sobre la transfor-
macion digital de los Estados requieren ser analizados. Por un lado, las pro-
mesas de mejorar la eficiencia del Estado y resolver problemas estructurales de
sociedades afectadas por una fuerte desigualdad necesitan una comprensién
sopesada; y, por otro, es pertinente pensar en como imaginarios generalizados
necesitan de una mayor contextualizacién/localizacion, sensible a las historias
y especificidades de estos paises (Barreneche et al., 2021). Al hablar de imagi-
narios se deja abierta la posibilidad de divisar futuros digitales alternativos, que
tengan en cuenta a grupos tradicionalmente marginalizados (Suarez-Estrada y
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Lehuede, 2022) y que entren en discusion con las légicas coloniales de los ima-
ginarios sociotécnicos del norte global (Ricaurte et al., 2024).

Metodologia

En este capitulo presentamos un analisis de los imaginarios sobre la 14, su rela-
cion con el Estado y las practicas anticipatorias que esto supone, a través de una
revisién de notas de prensa publicadas en dos periddicos tradicionales de Co-
lombia, El Tiempo y El Espectador, asi como en los comunicados de prensa del
Ministerio de Tecnologias de la Informacién y las Comunicaciones (MinTIC),
entre mayo del 2023 y junio del 2024. De igual manera, en las notas periodis-
ticas de MinTIC encontramos evidencias de acciones anticipatorias o de go-
bernanza anticipada (Wenger et al., 2020) para responder a estos imaginarios.

Nos concentramos en el periodo comprendido entre mayo del 2023 y julio
del 2024. Entendemos que la construccién de un imaginario no tiene momen-
tos puntuales de inicio y fin, pero nos interesa explorarlos de forma conden-
sada en un lugar como la prensa, que puede movilizar percepciones colectivas
e imaginarios publicos sobre la 14 y han tenido un papel decisivo en hacer de
este tema un asunto de interés publico (Hansen, 2022).

Seleccionamos el mes de mayo del 2023 por ser la fecha oficial de finali-
zacion de la pandemia por covid-19, un tema que ocup6 gran parte del interés
medidtico y que fue empleado por algunos actores para movilizar la idea de la
necesidad de la transformacion digital del Estado. Por otro lado, aunque la dis-
cusion publica sobre la 1A contempla un periodo mas extenso, tras el lanzamien-
to de ChatGPT a finales del 2022, el 2023 se convierte en un afno de discusion
publica sobre los alcances, las posibilidades y los futuros de la 1a generativa;
y tras las distintas instancias de discusion y acuerdos sobre la ley de 1a en la
Unidén Europea, el 2024 se configuré como el aio de discusiones sobre las re-
gulaciones de este grupo de tecnologias.

Dentro del periodo sefialado encontramos 220 notas —El Espectador (85),
El Tiempo (80) y MinTIC (55)— en Colombia. Se seleccionaron EI Espectador
y El Tiempo por ser dos periodicos tradicionales en Colombia que han ocupa-
do un lugar predominante en la produccién de opinién publica en el pais por
décadas; ademas, son dos de los medios con mayor circulacién nacional, in-
fluencia y de cercanfa al poder'.

1 De acuerdo con el informe Reuters (Newman et al., 2024), El Tiempo y El Espectador son
los periddicos de mayor confianza para los encuestados, en su estudio de consumo de no-
ticias digitales en el mundo.
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En la seleccién de notas nos centramos en noticias que discutieran impactos
sociales, econémicos y gubernamentales, y que significaran de alguna manera
un llamado sobre acciones estatales como el uso, la regulacion, la capacitacion
y la gestion gubernamental de la 1a.

Clasificamos cada una de las noticias por fecha, tema principal de discu-
sion, tipo de accion estatal sobre el que llama la atenciéon y percepcion general
dela 1A (optimista, neutral o pesimista). De igual manera, ordenamos el conte-
nido de las noticias por fragmentos, considerando aspectos como fuente, fecha
y categorias de codificacion emergentes, y se prestd especial atencion a las me-
taforas empleadas para definir la 14, sus posibilidades, alcances y limitaciones.

Para apoyar el anilisis de narrativas e identificaciéon de imaginarios so-
ciotécnicos, utilizamos el marco de andlisis explorado por Guenduez y Mettler
(2023) en la revision de narrativas de politicas publicas, adaptado al andlisis de
imaginaros sobre Estado e 1A en prensa. Esta adaptacion (tabla 10.1) consistié
en tomar tres de los elementos base del analisis de narrativas (contexto, mo-
ral y trama), manifestarlos en términos de imaginarios colectivos de futuros y
dar cuenta de los elementos que configuran la posibilidad de la imaginacién, la
forma de expresarla y las relaciones que establece. De igual manera, como este
tipo de andlisis se enfoca en la construccion de personajes, sus relaciones y la
atribuciéon de responsabilidades, en términos de la imaginacién sociotécnica
fue provechoso identificar cémo las distintas formulaciones de la imaginacién
atribuyen responsabilidad al Estado, qué acciones demanda de este y qué ver-
siones implicitas socava.

Este marco nos permite, en primer lugar, a través de la descripcion de as-
pectos generales de las noticias y la percepcion de la 1a, mostrar como se con-
figura un debate predominantemente optimista. En segundo lugar, revelar
como la innovacion es un tema central y transversal a las noticias que hablan
de los distintos roles del Estado en respuesta a la 14, y cdmo este tema confor-
ma los diferentes campos de la imaginacion que identificamos. En tercer lugar,
presentar los campos identificados, sus imaginarios asociados, los argumentos
que los constituyen, las acciones anticipatorias que promueven y las versiones
alternativas que socaban.
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Tabla 10.1. Elementos narrativos para la identificacion de imaginarios sociotécnicos

Marco de narrativas

Elementos narrativos para la identificacion de
imaginarios sociotécnicos sobre Estado e 1A

Contexto

Provee el contexto en el que se
cuenta una historia, en la que se
incluyen teorias y suposiciones, que
son usualmente dadas por sentado,
aunque sean controversiales en
algin punto para algunos.

Marco de imaginacion

Provee el campo sobre el cual se construyen
imaginarios sociotécnicos. Dispone los limites
de laimaginacion, habilitando un lenguaje
comln —metaforas y otros dispositivos
narrativos— para la discusion sobre desarrollos
e innovaciones tecnologicas.

Moral
Se presenta como una solucion
politica o una llamada a la accion.

Imaginarios

Se expresan en formulaciones, declaraciones

o descripciones sobre una tecnologia, su
desarrollo e impacto social, las cuales prescriben
su futuro.

Trama
Vincula personajes y contextos,
asignando responsabilidades.

Argumento

Consiste en la expresion de los imaginarios en la
descripcion de ordenamientos técnicos, sociales
y morales, que asignan responsabilidades a
actores particulares y proscriben, imposibilitan
o minimizan versiones alternativas del

orden social.

Personajes y roles gubernamentales
Para la identificacion de

narrativas, personajes descritos
como victimas, villanos y héroes
son fundamentales, sean estos
individuos, grupos u organizaciones.

Accion del Estado y accion anticipatoria

Como los imaginarios asignan responsabilidades
a actores como el Estado, organizaciones y
sujetos determinados. Esta clasificacion ayuda a
identificar la forma en la que el papel del Estado
es enmarcado por los imaginarios y las acciones
anticipatorias que los argumentos promueven.

Versiones alternativas

Son las versiones de los imaginarios y
argumentos alternativos proscritos por los
imaginarios posicionados como dominantes.
La logica misma del campo de la imaginacion.

Fuente: elaboracion propia con base en Guenduez y Mettler (2023, p. 5).
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Un panorama especulativo optimista

y centrado en la innovacion

Laidea de la innovacion es un tema transversal al cubrimiento medidtico sobre
la 1a. El analisis de las notas de prensa nos permitio identificar cuatro campos
de laimaginacion en relacion con la 1a: (1) innovacioén vs. regulacion; (2) cuarta
revolucién industrial; (3) primicia, liderazgo y modernizacién regional; y
(4) desarrollo y presencia nacional amplificada.

De las 165 entradas de periddicos, el 52 % fue publicado entre mayo y di-
ciembre del 2023 (ocho meses) y el 48 %, en los primeros seis meses del 2024.
Para las notas de prensa de MinTIC, el 40 % se publico en el 2023 y el 60 %, en el
primer semestre del 2024. Aunque evidentemente casual, la diferencia entre
el primero —“Inteligencia artificial: ;perdera su empleo?”— y el tltimo titular
—“Salud digital: poder transformador”— encontrados en nuestra indagacién
muestra un cambio del discurso en relacion con la 1A.

Hay una diferencia importante en el cubrimiento de este asunto de interés
en las noticias de periddicos nacionales y las notas de MinTIC: estas ultimas
tienen la funcién de demostrar o documentar las acciones del Gobierno sobre
la transformacion digital del Estado, la promocion de la 14 y la gestion estatal
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Figura 10.1. Percepcion de la 1A por tipo de fuente y afo

Fuente: elaboracion propia a partir de la recoleccion y clasificacion de notas de prensa.
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Figura 10.2. Percepcion de la IA por categoria tematica

Fuente: elaboracion propia a partir de la recoleccion y clasificacion de notas de prensa.

que se hallevado a cabo para transformar a Colombia en lo que el Ministerio ha
denominado como una “potencIA mundial’, un centro de desarrollo econdmi-
coy tecnoldgico importante gracias a las herramientas de 1a. En ese sentido, no
sorprende que las notas reportadas por MinTIC son absolutamente optimistas,
mientras que la proporcién de noticias optimistas revisadas en la prensa nacio-
nal fue del 50 %, las neutrales de un 33 % y las negativas de un 16 %.

Campo de la imaginacion 1: innovacion vs. regulacion

Este campo delimita la discusion sobre el papel regulador del Estado, donde la
necesidad de regular se deriva de imaginar una carrera global por definir los
riesgos, limites y posibilidades de la 1a; sin embargo, en este campo la regula-
cion es subsidiaria de la innovacion. La accién anticipatoria que promueve esta
discusion es precisamente la adecuacion de marcos éticos y normativos sobre la
produccion, la explotacion de datos y el desarrollo de 1a. Recordemos que gran
parte de la cultura de las empresas digitales ha estado vinculada a la idea de la in-
novacion disruptiva, un concepto asociado al creative destruction de Schumpeter
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y reinterpretado en Sillicon Valley para promover ideas como “moverse rapido y
romper cosas’, lema de Zuckenberg en los primeros afos de Facebook.

Imaginario: la regulacion de la IA es una carrera global,

Y es necesario POSICIOnarSG

Dado que el escenario regulatorio se presenta igualmente incierto para todos
los Estados, actuar en esta materia se percibe como un paso necesario para que
el pais pueda convertirse en “productor” y no solo en “consumidor” de 14, co-
locando un “sello propio” en el universo de las regulaciones actuales (Garcia
Rico, 2024). En este marco, no actuar en la regulacién se percibe como un con-
texto propicio para el rezago y el aumento de las desigualdades entre norte-sur:
“quedarnos atras en este contexto podria generar una nueva brecha creativa y
econdmica entre el norte y el sur global que profundice la precarizacion y la
relacion desigual” (Rangel, 2024).

Imaginario: la regulacion no reactiva promueve la innovacion

El imaginario de una carrera global por la regulacion tiene como consecuen-
cia la definicién de la 1a como una tecnologia cuyo avance es irreversible y cu-
yos impactos son tales que no anticiparse en la definicién de normas y marcos
éticos supone un riesgo considerable. Pero, a la vez, supone que es necesario
centrarse mds en los beneficios que en los riesgos, para no “quedarse atras”
Por esto, la regulacion se pone en términos de “proactividad” en oposiciéon a la
“reactividad” (Garcia, 2023): “regulacion no es prohibicién. Regular es colocar
unos acuerdos minimos, unos pilares fundamentales” (Chacén Orduz, 2024).
El imaginario del rol regulador del Estado es aqui, entonces, promover la in-
novacion a través de la legislacion, en lugar de responder a riesgos presentes o
previsibles, pues “exagerar en la regulacion de la 1A también puede sofocar la
innovacion” (Rueda, 2023).

El campo de la imaginacion conformado por estos dos imaginarios deja
de lado la discusion sobre la posibilidad de una innovacién controlada, es de-
cir, “abordar la inteligencia artificial como herramienta y no como fin por si
misma. Mirarla en su contexto, dentro del tema concreto” (Ojeda, 2024). De
igual manera, presume que la regulacion debe enfocarse en aspectos minimos,
siempre que su fin sea la innovacion. El afan regulatorio, por ejemplo, en lu-
gar de estar centrado en la produccién e innovacioén, podria estarlo en definir
como las sociedades desearian hacer uso de la 1a: “Lo claro es que el mundo
esta corriendo a regular, con la influencia de las grandes empresas tecnoldgicas
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buscando intervenir. El problema es que las implicaciones en juego son difici-
les de medir” (“Llegamos tarde y sin claridad a ver qué hacer con la inteligen-
cia artificial”, 2023).

Por ultimo, pensar en una regulacion de riesgos futuros pierde de vista la
necesidad de regular riesgos y problemas actuales, como el uso de la 14 en or-
ganizaciones estatales. Aunque este ha sido un aspecto sefialado por algunos
actores, estd lejos de formar parte de la imaginacién hegemonica replicada por
MinTIC, para quien la prioridad es la definicién de limites para la regulacion
misma, mas que la definicién de limites para la 1a:

hay que saber hasta qué punto esta regulacion, que saldria de los Gobier-
nos, iria en contra de la innovacion, por lo que la discusion que se abre es
donde debe estar ese limite. Es un debate que hay que dar de inmediato,
para buscar un balance entre desarrollo tecnologico y uso responsable.

(MinTIC, 20241)

Campo de la imaginacion 2: cuarta revolucion industrial

Este campo enmarca las discusiones sobre el uso de la 1A desde su enunciacién
como revolucién, como evento histérico de transformacion social, tecnologi-
cay econdmica.

Imaginario: la IA es una revolucion tecnoeconomica

sin precedentes y con impacto innovador en innumerables
campos de accion

Aqui se destaca la definicion de la 1A como una revolucién tecnoecondémica sin
precedentes, aunque similar a la primera revolucién industrial, con la capacidad
de transformar cualquier area de la vida social: “Hoy dia, con el avance acele-
rado de la tecnologia, estamos observando y siendo participes de una trans-
formacion de la vida y condicién humana sin precedentes” (Montoya Castafio,
2024). Como a ninguna otra tecnologia, este imaginario le atribuye a la 1A ser
“la primera tecnologia que va a cambiar la historia, la cultura y las relaciones
sociales de la humanidad” (MinTIC, 2023b). Sin embargo, este poder transfor-
mador, cuando tiene que ser delimitado, es puesto en términos econdémicos
y de produccion: “la 1A puede mejorar la eficiencia y la productividad en una
gran variedad de campos, desde la salud hasta la industria manufacturera”; y de
innovacién, como lenguaje general para hablar de los beneficios de este grupo
de tecnologias:
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En resumen, la 1A tiene muchas bondades y oportunidades que pueden
ser beneficiosas para la humanidad. Podemos utilizarla para mejorar la
eficiencia y la productividad, abordar los desafios sociales y ambientales,
fomentar la creatividad y la innovacion, y mucho mas. (Maussa, 2023)

Imaginario: subirse al bus de la 1A o quedarse atras

Al atribuirle a la 1a un potencial sin igual, el riesgo de no participar en su pro-
duccioén se concibe también de una magnitud excepcional. El llamado al Estado
es el de “subirse al bus”, posicionarse cuanto antes en la “carrera global” por re-
coger sus beneficios econdmicos, que son siempre mencionados en términos
globales (como un botin para quien llegue primero en la competencia):

hay una “fuerte carrera” por el liderazgo global, encabezada principal-
mente por Estados Unidos, China y la Union Europea. En esta Gltima, el
Parlamento estima que para 2030 la IA contribuira con mas de 11000
millones de euros a la economia mundial, con un crecimiento en el PIB

europeo del 20 %. (Gutiérrez, 2023)

En este imaginario, la 1A es inevitable, domina cualquier forma de futuro
y no hay manera de responderle sino adaptandose:

El mundo avanza a pasos agigantados y aquellos que no utilizan la tec-
nologia estan destinados a quedar obsoletos [...] [hay una] imperiosa ne-
cesidad de adaptarnos a los rapidos avances tecnologicos, centrandonos
especialmente en el potencial transformador de la inteligencia artificial.

(Méndez, 2023)

Desde esta forma especifica de imaginacion, el Estado colombiano deberia
promover la innovacién para todo tipo de necesidades, “y asi consolidar un papel
relevante en la escena T1c mundial” (Redaccion Economia y Negocios, 2024a).

Este campo de la imaginacion limita la discusion sobre los beneficios de la
1A al bienestar econémico, el aumento de la productividad y la eficiencia, im-
posibilitando el didlogo sobre los limites actuales y propios de la 14, los con-
textos de desigualdad econdémica (pues la idea de una carrera global elimina
cualquier desigualdad previa) o los beneficios reales y estimables para un pais:

Para 2030, segin una investigacion de PwC, la 1A podria aportar hasta
usD$15,7 billones a la economia mundial. Pero incluso si su protagonismo
sigue siendo fuerte en los proximos anos, es dificil predecir exactamen-
te qué formas y aplicaciones de la IA proporcionaran un valor comercial
atractivo. (Redaccion Especiales, 2024)
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De igual modo, al imaginar la 1o como un agente transformador de todos
los aspectos sociales, no se concibe la posibilidad legitima de que algunos gru-
pos y sectores no utilicen la 14.

Campo de la imaginacion 3: primicia,

liderazgo y modernizacion regional

Aqui el campo de la imaginacion se configura alrededor de las ideas de primi-
ciay liderazgo en la transformacion digital de la sociedad colombiana, a través
de la capacitacion en habilidades de analitica de datos e 1a. Estas habilidades
se imaginan como una oportunidad para la modernizacion regional, asi como
para lograr una profesionalizacién y una capacitacion laboral de grandes mag-
nitudes, elementos que prometen la generacién de nuevos empleos.

Imaginario: la IA es una solucion tecnoeconomica

promisoria para superar las deSIgualdades regionales

Al igual que los campos de la imaginacién que describimos, este imaginario se
nutre de la idea de una carrera por el dominio de la 14, pero lo hace en escalas
de municipios, departamentos y regiones. Tal como se ve una oportunidad para
posicionarse en la escena econdmica global gracias ala 14, las distintas regiones
de Colombia se imaginan en igualdad de condiciones para sumarse a la com-
petencia nacional y global, mediante la creacion de centros de formacion de 1a:

hoy nos estamos ubicando en el mapa internacional como un referente que
cierra la brecha de tecnologia en la ciudad. Nos preparamos para conso-
lidar esa Barranquilla global, con los desafios y retos del mundo actual, y
de esta forma seguir con el firme compromiso de brindar oportunidades
equitativas para todos nuestros ciudadanos”, expreso el alcalde Alejandro

Char. (Diaz Ospino, 2024)

De igual manera, los beneficios de la 1a se perciben tales que pueden im-
pactar la cotidianidad de los colombianos, superando escenarios de empobre-
cimiento y desigualdad: “a través del fortalecimiento de la 14, el pais lograra
grandes avances en la lucha contra la pobreza y la desigualdad” (MinTIC, 2023a).
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Imaginario: la IA es una oportunidad

de profesionalizacion y generacion de empleo

Aunque el trabajo es uno de los aspectos de la 1a sobre los que mas se presume
sentir temor, es usualmente minimizado en este campo de la imaginacion, al
contrarrestar la posibilidad de la pérdida de empleo con la de su generacion.
Asi, este imaginario utiliza la idea de la 1A como revolucion tecnoeconémica
para asegurar que temores sobre el reemplazo por las maquinas son tan viejos
como la primera revolucién industrial y que, como en aquella, esta significara
un avance en el desarrollo tecnologico y social: “los reemplazos de labores li-
derados por maquinarias siempre tienden a ser oportunidades para mejorar la
capacidad productiva de las economias (lo que se traduce en mayores oportu-
nidades de desarrollo), asi como impulsores de nuevas disciplinas y profesio-
nes” (Redacciéon Economia y Negocios, 2024c).

En este imaginario, la idea de modernizacién ocupa un lugar central, en
especial en el cuerpo de notas periodisticas de MinTIC, pues en la imaginacién
a futuro de poblaciones capacitadas, el involucramiento de la juventud y la ni-
fiez en la alfabetizacion digital y la adecuacion de espacios para el aprendizaje
de habilidades utiles para la producciéon de 1a se ve como una forma de poner-
se al dia con el desarrollo:

El proposito es que los jovenes se formen con nuestros programas.

(MinTIC, 2024h)

Necesitamos que nuestros ninos y ninas aprendan el lenguaje de las ma-

quinas. (MinTIC, 2024e)

Para masificar los conocimientos sobre inteligencia artificial, generando
competencias digitales y formacion académica en areas técnicas, para la
produccion de contenidos digitales, aplicaciones y desarrollo de softwa-

re. (MinTIC, 2024c¢)

Este campo de la imaginacién da por sentado la necesidad de capacitacion
en habilidades de analitica de datos e 1a para toda la poblacion, proscribiendo
asi la discusion sobre la pertinencia o no de generar transformaciones en areas
de desempenio profesional especificas, las dificultades que el desarrollo de este
tipo de habilidades supone para la poblacion mayor o la posibilidad de que las
desigualdades regionales se acentten.
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Campo de la imaginacion 4: desarrollo

y presencia nacional amplificada

Por ultimo, este campo de la imaginacion define el rol de gestion del Estado
en términos de una amplificacion de su presencia. Aqui, el principal cuerpo de
noticias es el de MinTIC, que se enfoca en la gestion realizada por el Gobierno
nacional para llevar la 1A a distintas regiones o para posicionar distintos espa-
cios locales como “pontencIAs” mundiales, tras la creacion de centros de 14 o
simplemente poniendo al dia a algunas regiones con la conectividad y acceso
a computadores.

Imaginario: la IA es una promesa de completitud

para una modernidad inconclusa

Este imaginario trata la adecuacion tecnolédgica de espacios para la produccion
de 14 igual que otros proyectos de infraestructura —por ejemplo, la creacion de
carreteras en Colombia— como via para el desarrollo. Asi, la 1A es definida en
su potencial de superar la brecha digital en diferentes regiones histéricamente
excluidas como periferias —sean zonas de frontera, como el Amazonas, o loca-
lidades empobrecidas dentro de grandes ciudades como Bogota—. La creacion
de centros de 1A se acompana con la gestion de otros proyectos, como Compu-
tadores y Tabletas para Educar, que prometen realizar el imaginario anterior en
cuanto a infraestructura fisica. Esta movilizaciéon de recursos, que se expresa
en numero de computadores o metros cuadrados de lotes adquiridos para la
transformacion tecnoldgica de las regiones, es percibida como un momento
historico de completitud de una promesa de modernidad:

“Es la primera vez en la historia que un ministro llega a la region con los
representantes de los diferentes operadores de telefonia movil del pais.
Nunca antes los responsables le habian dado la cara a la comunidad para
generar soluciones en conectividad”, destaco el gobernador de Amazonas,

Oscar Enrique Sanchez. (MinTIC, 2024d)

Asi cambiaremos la dinamica de la ciudad, pues vamos a producir la cien-
cia, la tecnologiay la Inteligencia Artificial para el mundo desde los barrios

populares. (MinTIC, 2024b)
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Imaginario: la IA como protesis del Estado nacion

La democratizacion de la1a (que sea disefiada para todos, que esté al alcance de
todos, y que pueda abarcar un sinfin de campos) esta en la base de la imaginacion
de un Estado amplificado. Un Estado que sea capaz de llegar a sus ciudadanos de
una manera mas eficiente, siempre que las adecuaciones de infraestructura
para el aprendizaje y desarrollo de 1o “prometen acercar la tecnologia a todos
los ciudadanos” (Redaccion Economia y Negocios, 2024b), esperando que “mas
personas tengan acceso a herramientas tecnoldgicas y puedan beneficiarse de
los avances que la inteligencia artificial puede brindar en dreas como la educa-
cién, la salud y la seguridad” (MinTIC, 2024f), es decir, servicios por excelencia
de laimaginacién moderna de los Estados, que prometen llegar de forma eficaz
a “zonas historicamente desatendidas” (MinTIC, 2024a).

Poner la mirada en algtn territorio nacional —“El Gobierno nacional ha
puesto su mirada en el Pacifico colombiano” (Ortiz Landecho, 2024)— o la idea
misma de que con transformacion digital el Estado hace presencia en algunas
zonas del pais son expresiones que alimentan este imaginario:

;Cuantos anos tuvieron que pasar para que el Bolivar profundo tuviera
acceso a la conectividad digital? Nosotros consideramos que la transfor-
macion de los territorios inicia con conectividad digital y vial, porque con
ellas llega la presencia del Estado, llega la presencia institucional, que es
la que nos ayuda a tener control territorial, para empezar a hablar de paz
y reconciliacion. Hoy el Estado hace presencia a traves del programa de
conectividad digital en mas de 800 instituciones educativas que van a
tener internet, que van a tener conexion al mundo a través del MinTIC.

(MinTIC, 2024g)

Este campo limita la discusion sobre la relacion entre 1a y Estado en tér-
minos del aumento o potencia de la presencia estatal en regiones consideradas
olvidadas o periféricas, al valorarlo positivo. Ademas, lo presenta como una no-
vedad. La concentracion de proyectos de infraestructura e innovacion tecno-
cientifica en este tipo de territorios nacionales no es novedad y valdria la pena
considerar qué tipo de continuidades y discontinuidades se promueven en la
accion anticipatoria de adecuar infraestructura para la ensenianza, la produc-
cién y el consumo de 14 en las distintas regiones.

Reflexiones finales
Hemos presentado cuatro campos de la imaginacion sociotécnica que constru-
yen distintas noticias acerca de la relacion entre la 14 y el Estado: (1) innovacién
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vs. regulacion; (2) cuarta revolucion industrial; (3) primicia, liderazgo y moder-
nizacién regional; y (4) desarrollo y presencia nacional amplificada. Esta pro-
duccién confina el debate al uso de metaforas y problemas que son similares y
estan vinculadas, como aquellos que tiene que ver con la revolucion, la nove-
dad, el liderazgo, la innovacion, el posicionamiento, el desarrollo, la eficiencia
y la productividad, que se conectan con la promesa de que estas herramientas
son objetivas y eficientes (Fourcade y Healey, 2024).

Estos distintos campos no se contraponen entre si; antes bien, cada uno
comparte con otros algunos recursos transversales, como la imaginacién de
una carrera global de suma cero en la que tanto Colombia como sus regiones
tienen la oportunidad de posicionarse como lider en la innovacion tecnolégica
y la produccion. Esta afinidad entre campos es posible gracias al lenguaje de la
innovacion, que es central a todos los imaginarios que hemos presentado. Estos
equiparan la transformacion tecnoldgica de determinados lugares, la adecua-
cion de centros de 14 y las infraestructuras para la explotacion de datos con el
hacer real y concreto el ideal de un Estado “presente” en todo su territorio. En
este sentido, la 1A es también imaginada con un potencial de modernidad y de
amplificacion del Estado, en un pais donde la narrativa del Estado ausente ha
sido recurrente para describir las relaciones de desigualdad entre centros y pe-
riferias en el territorio nacional. La promesa aqui es similar a la de una protesis
para el Estado, una extension del brazo del leviatan, capaz de llegar de mejor
manera y de la mas eficiente a sus ciudadanos.

En el pasado, proyectos como los de infraestructura y Computadores y Ta-
bletas para Educar comparten con la 1a la promesa de completitud de una mo-
dernidad incompleta, un discurso ampliamente difundido y presente en el sur
global (De Greift et al., 2020). Estos proyectos han sido sobre todo impulsados
por el Estado, pero, a diferencia de estos, los imaginarios en torno a la 1A hacen
pocas referencias a los materiales necesarios para crear y mantener la infraes-
tructura digital. Para terminar, argumentamos que si bien hay algo de ciclos de
hype (Sovacool y Hess, 2017; Van der Maarel et al., 2023) frente al miedo a per-
der la nueva ola de desarrollo, comunes a otras tecnologias, estos imaginarios
se inscriben en imaginarios nacionales propios de proyectos de modernizacién
tecnologica y de infraestructura.
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